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p -ADIC BROWNIAN MOTION IS A SCALING LIMIT
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Abstract. A p-adic Brownian motion is a continuous time stochastic process in a p-adic
state space that has a Vladimirov operator as its infinitesimal generator. The current work
shows that any such process is the scaling limit of a discrete time random walk on a discrete
group. Earlier work required the exponent of the Vladimirov operator to be in (1,∞), and
the convergence was the weak convergence of probability measures on the Skorohod space
of paths on a compact time interval. The current approach simplifies the earlier approach,
allows for any positive exponent, eliminates the restriction to compact time intervals, and
establishes some moment estimates for the discrete time processes that are of independent
interest.
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1. Introduction

The fundamental solution to the diffusion equation in the real setting induces the Wiener
measure W on C([0,∞) : R), the space of continuous real-valued functions on [0,∞). The
probability space for Brownian motion is the pair (C([0,∞) : R),W). The continuous paths
form a closed subset of D([0,∞) : R), the Skorohod space of real-valued càdlàg functions
on [0,∞) endowed with the Skorohod metric. There is a sequence of probability measures
(Pm) on D([0,∞) : R) so that each Pm is the probability measure for a discrete time random
walk on a grid in R, and (Pm) converges weakly to W. The random walks associated to
(Pm) arise from the scaling of a single discrete time process on a discrete group. In this
precise sense, Brownian motion in R is a scaling limit. There are direct analogs of Brownian
motion for paths in Qp, the p-adic numbers, that are functions of a real time parameter.
Do these real time p-adic Brownian motions also arise as scaling limits? An earlier study
partially answered this question [7], but only treated Brownian motions with Vladimirov
operators with exponents greater than 1 as their infinitesimal generators. Furthermore,
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the convergence that this study established is, for any positive T , the weak convergence of
probability measures on the Skorohod space D([0, T ] : Qp) of Qp-valued paths.

The current work improves the earlier study [7], simplifies the approach by reducing all
calculations that involve scaled processes to calculations that involve a single discrete time
stochastic process that has a discrete quotient group of Qp as its state space, and establishes
moment estimates for the discrete time processes that are of independent interest. It treats
any Vladimirov operator with a positive exponent, and the convergence it establishes is the
weak convergence of probability measures onD([0,∞) : Qp). The current approach should be
robust enough to permit an extension to the very general type of non-Archimedean analogs
of Brownian motion that Varadarajan introduced [26].

Authors have traditionally referred to the type of processes that the present article studies
as p-adic ultrametric diffusion processes [4, 9]. However, such processes may potentially be
more general than the processes that the present work studies. Reference to the real time

p-adic Brownian motion as a p-adic Brownian motion agrees with the general practice of
referring to a real time analog of Brownian motion in a space other than R as a Brownian
motion in the space, but it introduces some ambiguity with respect to the parameter space
for those familiar with p-adic mathematical physics. In particular, Bikulov and Volovich
introduced in their seminal work [8] a very different stochastic process, parameterized by a
p-adic time variable, that they also referred to as p-adic Brownian motion. In some respects,
such a process is the true analog of real Brownian motion. To clarify, the p-adic Brownian
motion that the current paper studies is a stochastic process with a real time parameter and
a p-adic state space.

The two principle ideas that motivate the study of p-adic mathematical physics are the idea
that non-Archimedean physical models could describe the observed ultrametricity in certain
complex systems and the idea that spacetime could have a non-Archimedean structure at
extremely small distance and time scales. Ultrametric structures in spin glasses were already
implicit in Parisi’s early works [19, 20]. Avetisov, Bikulov, and Kozyrev [3] and Parisi and
Sourlas [21] independently proposed p-adic models to describe replica symmetry breaking.
The understanding that there are fundamental limitations on physical measurements below
the Planck scale motivated Volovich to introduce the Volovich hypothesis [27, Chapter 6],
the idea that physical theories that deal with such ultramicroscopic measurements should
involve non-Archimedean local fields [33]. The review of Dragovich, Khrennikov, Kozyrev,
and Volovich [13] and the more recent work of Khrennikov, Kozyrev, and Zúñiga-Galindo
[16] both give excellent accounts of the development of p-adic mathematical physics and list
a variety of areas of potential application for the results of the current paper. A significant
application of p-adic Brownian motion to physics that has experimental confirmation is the
utilization by Avetisov, Bikulov, and Zubarev [5] and by Bikulov and Zubarev [10] of the
Vladimirov equation in the description of protein molecule dynamics. The current work could
also permit a study from a discrete perspective of the work of Khrennikov and Kochubei
[15] on a p-adic analog of the porous medium equation, as well as its generalization by the
previous two authors with Antoniouk [2]. It would also be of interest to extend the finite
approximation of non-Archimedian quantum systems [6] to a discrete time setting.

Taibleson introduced the idea of a pseudo-differential operator in the context of a local
field [25]. Saloff-Coste studied such operators [23] and generalized them to the setting of
local groups [24]. The seminal works of Vladimirov and Volovich on p-adic quantum systems
[30, 31] and Vladimirov’s works in which he studied the Vladimirov operator and computed
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its spectrum [28, 29] dramatically increased interest in analogs of diffusion equations in
the p-adic setting. Following the work of Kochubei [17] and Albeverio and Karwowski [1],
Varadarajan introduced the idea of a Brownian motion in a state space that is a finite
dimensional vector space over a division ring which is finite dimensional over a local field of
arbitrary characteristic [26]. The current paper takes the perspective of Varadarajan as its
starting point, but restricts to the setting of p-adic state spaces.

Section 2 presents some necessary background for the current work and introduces to
a general readership a framework for studying scaling limits in both the real and p-adic
settings. Section 3 introduces the state space of the primitive process and some properties of
the primitive process and its refinements. It establishes in Theorem 3.1 upper bounds for low
order moments of the primitive process. Section 4 introduces a family of scaled processes
in Qp and uses Theorem 3.1 to determine uniform upper bounds for the scaled processes
that imply that the family of measures associated to the scaled processes is uniformly tight.
Uniform tightness of the measures and the convergence of the finite dimensional distributions
of the scaled processes imply the main result of the paper, Theorem 4.1.

2. Background and Framework

2.1. Path spaces. Take I to be either [0,∞) or N0, the natural numbers with 0. For any
Polish space S, denote by F (I : S) the set of all paths in S with domain I. Two spaces of
paths are of particular importance, the set C([0,∞) : S) of continuous paths in S with domain
[0,∞) equipped with the topology of uniform convergence on compacta, and the Skorohod

space D([0,∞) : S) of càdlàg functions from [0,∞) to S equipped with the Skorohod metric
[11]. Probability measures on the second space are the central objects of the current study.
Denote by Ω(I) any of the spaces F (I : S), C([0,∞) : S), or D([0,∞) : S) and by B(S) the
set of Borel subsets of S.

For any natural number N , an epoch of length N in I is a strictly increasing finite sequence
in I with domain {0, . . . , N} such that e(0) is equal to 0. A route, U , of length N in S is a
finite sequence from {0, . . . , N} to B(S). A history, h, of length N for S-valued paths with
domain I is a finite sequence of ordered pairs in I × B(S) with N + 1 places and with the
property that if

h = ((ti, Ui))i∈{0,...,N} ,

then (ti) is an epoch in I and (Ui) is a route in B(S). For any history h, denote by eh, ℓ(h),
and Uh the associated epoch, length, and route of h, respectivly. Take H(I,S) to be the set
of all histories for S-valued paths with domain I. On specifying a path space Ω(I), take C

to be defined for any h in H(I,S) by
C (h) = {ω ∈ Ω(I) : ∀i ∈ N0 ∩ [0, ℓ(h)], ω(eh(i)) ∈ Uh(i)} .

For any history h, C (h) is a simple cylinder set. The set C (H(I,S)) is the set of all simple

cylinder sets of Ω(I) and is a π-system, but not an algebra. The set of cylinder sets is the
σ-algebra generated by C (H(I,S))—its elements are the cylinder sets.

For any t in I, take Yt to be the function that acts on any path ω in Ω(I) by

(1) Yt(ω) = ω(t).

Take Y to be the function

Y : I × Ω(I) → S by Y (t, ω) = ω(t).
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For any probability measure P on the σ-algebra of cylinder sets of Ω(I), the pair (Ω(I),P)
is a path space with probability measure P. For any t in I, (Ω(I),P, Yt) is a random variable
and (Ω(I),P, Y ) is a stochastic process. The finite dimensional distributions for (Ω(I),P, Y )
are the probabilities for the simple cylinder sets of Ω(I). The convergence of stochastic pro-
cesses that this paper investigates involves processes that have the same state and parameter
spaces, but different probability measures. The level of precision in referring to stochastic
processes as triples facilitates reframing the study of the convergence of a sequence of sto-
chastic processes as the study of the convergence of a sequence of probability measures on
the same Polish space.

2.2. Abstract processes and models. The construction of a probability measure on a
space of paths typically involves for each N in N0 and each epoch e of length N the con-
struction of a premeasure on the π-system of Borel subsets of SN that are products of Borel
sets in each component. If this family of premeasures satisfies the Kolomogorov consistency
conditions, then the Kolmogorov extension theorem guarantees that there is a unique proba-
bility measure P on the cylinder sets of F (I : S) that agrees with the given premeasures [11].
It is helpful to initially view the premeasures as being the finite dimensional distributions of
a stochastic process, even before it is known that there is a stochastic process with the given
finite dimensional distributions. After determining that there is such a stochastic process,
verification of certain moment estimates for the process will guarantee that the process has
a version in either C(I : S) or D(I : S) [11, 12].

Refer to the construction of the finite dimensional distributions for a stochastic process as
the construction of the abstract stochastic process Ỹ . Refer to the construction of the law for
a random variable without actually specifying its domain as the construction of an abstract

random variable X̃ . A model for the abstract random variable X̃ is a random variable with
the same law as X̃. A model for the abstract stochastic process Ỹ is a stochastic process with
the same finite dimensional distributions as Ỹ . To distinguish the probabilities associated
with abstract random variables and stochastic processes from the probabilities associated
with their models, denote by Prob(X̃ ∈ A) the probability that X̃ takes a value in some

Borel set A, and use an analogous notation for Ỹ .

2.3. Brownian motion in R. For any D in (0,∞), the equation

(2)
∂u

∂t
=

D

2

∂2u

∂x2

is the diffusion equation with diffusion constant D. Its fundamental solution is the function
ρ that is given for any pair (t, x) in (0,∞)×R by

(3) ρ(t, x) =
1√
2πDt

exp
(

− x2

2Dt

)

.

The set {ρ(t, ·) : t ∈ R+} forms a semigroup under the convolution operation, a convolution

semigroup of probability density functions. There is a unique probability measure W on
C([0,∞) : R) so that for any history h, and with x0 taken to be equal to 0,

W(C(h)) =
∫

Uh(1)

· · ·
∫

Uh(ℓ(h))

∏

i∈{1,...,ℓ(h)}
ρ(eh(i)− eh(i− 1), xi − xi−1) dx1 · · ·dxℓ(h)(4)
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if 0 is in Uh(0) and is equal to 0 otherwise. In studying questions about the approximation
of Brownian motion by discrete time random walks, it is helpful to view the measure W as
being a measure on D([0,∞) : R) that gives full measure to the closed subset C([0,∞) : R).

2.4. The additive group Qp. See the books by Gouvêa [14] and by Ramakrishnan and
Valenza [22] for further background on the p-adic numbers that this subsection summarizes.
Refer to the book by Vladimirov, Volovich, and Zelenov [32] for both an introduction to
p-adic mathematical physics and for many helpful examples of integration over Qp.

For any prime p, denote by | · |p the p-adic absolute value on Q and by Qp the field of
p-adic numbers, the analytic completion of Q with respect to the metric induced by | · |p.
Denote by Bk(x) and Sk(x) the sets

Bk(x) = {z ∈ Qp : |x− z|p ≤ pk} and Sk(x) = {z ∈ Qp : |x− z|p = pk},
and by Zp the ring of integers, the set B0(0). Take µ to be the unique Haar measure on the
locally compact Hausdorff abelian group (Qp,+) that gives Zp unit measure. Compress nota-
tion by henceforth suppressing p in the notation for | · |p, and wherever else it is unambiguous
to do so.

For any x in Qp, there is a unique function ax with

(5) ax : Z → {0, 1, 2, . . . , p− 1} and x =
∑

k∈Z
ax(k)p

k.

Denote respectively by {x} and χ the rational number and the additive character given by

{x} =
∑

k<0

ax(k)p
k and χ(x) = e2π

√
−1{x}.

The Fourier transform F and inverse Fourier transform F−1 are unitary operators on L2(Qp)
that are given for any f in L2(Qp) by

(Ff)(x) =

∫

Qp

χ(−xy)f(y) dµ(y) and (F−1f)(y) =

∫

Qp

χ(xy)f(x) dµ(x),

where the integrals are improper integrals for functions that are in L2(Qp)r L1(Qp).

2.5. Brownian motion in Qp. For further background on parabolic equations over non-
Archimedean fields and the theory of p-adic diffusion, refer to the books by Kochubei [18]
and Zúñiga-Galindo [35]. The latter reference discusses diffusion processes of a more general
type than those to be presently studied.

Fix b to be in (0,∞) and denote by SB(Qp) the Schwarz-Bruhat space of compactly
supported, locally constant, C-valued functions. Take M to be the multiplication operator
that acts on SB(Qp) by

(Mf)(x) = |x|bf(x).
Denote by ∆′

b the unique self-adjoint extension of the essentially self-adjoint operator that
acts on any f in SB(Qp) by

(∆′
bf)(x) =

(

F−1MFf
)

(x).

For any C-valued function g with domain (0,∞)×Qp and any t in (0,∞), take gt to be the
function that is defined for every x in Qp by

gt(x) = g(t, x).
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Denote by D(∆b) the set of all such g so that for all t in (0,∞), gt is in the domain of ∆′
b.

Take ∆b to be the Vladimirov operator with exponent b that acts on any g in D(∆b) by

(∆bg)(t, x) = (∆bgt)(x).

Similarly extend the Fourier transform to act on C-valued functions on (0,∞)×Qp that are
square integrable for each positive t and the operator d

dt
to act on C-valued functions on

(0,∞)×Qp that for any x in Qp are differentiable in the t variable.
Fix σ to be in (0,∞). The function ρ that is for any (t, x) in (0,∞)×Qp given by

(6) ρ(t, x) =
(

F−1e−σt|·|b
)

(x)

is the fundamental solution to the pseudo-differential equation

(7)
du

dt
= −σ∆bu.

A minor modification of Varadarajan’s arguments [26] shows that

(8) ρ(t, x) =
∑

k∈Z
pk

(

e−σtpkb − e−σtp(k+1)b
)

1B
−k
(x).

The set {ρ(t, ·) : t ∈ (0,∞)} is a convolution semigroup of probability density functions that
determines the probabilities of simple cylinder sets in the same way as in the real case, by (4).
These probabilities determine a probability measure P on D([0,∞) : Qp) that is concentrated
on the paths that are initially at 0. The triple (D([0,∞) : Qp),P, Y ) is a p-adic Brownian

motion.

2.6. Construction of approximants. Henceforth, take m to be an index that varies in
N0 and F to be either R or Qp. For any discrete, infinite, additive abelian group G, take

X̃ to be an abstract G-valued random variable and (X̃i) to be a sequence of independent
abstract random variables with the same distribution as X̃ . Denote by S̃n the abstract
random variable

(9) S̃n = X̃0 + X̃1 + · · ·+ X̃n,

where X̃0 almost surely takes on the value 0, the identity element of the group. The
abstract stochastic process S̃ is a primitive process with generator X̃ . For any history
((0, U0), (n1, U1), . . . , (nN , UN)) of length N with epoch in N0 and route in G, define

Prob
(

(

S̃0 ∈ U0

)

∩ · · · ∩
(

S̃nN
∈ UN

)

)

=
∑

x0∈U0

· · ·
∑

xN∈UN

Prob
(

S̃0 = x0

)

∏

1≤i≤N

Prob
(

S̃ni−ni−1
= xi − xi−1

)

.(10)

For each n, take Sn to be the function

Sn : F (N0 : G) → G by Sn(ω) = ω(n).

The Kolmogorov Extension theorem guarantees the existence of a measure P∗ on the cylinder
sets of F (N0 : G) so that the stochastic process (F (N0 : G),P∗, S), the primitive process, is

a model for S̃.
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Definition 2.1. For any positive null sequence (δm), a sequence (Γm) of spatial embeddings

of G into F with spatial scale δ is a sequence of injective functions from G to F so that for
any f in F, there is a g in G so that

0 < |Γm(g)− f | ≤ δm,

and for any g1 and g2 in G,

|Γm(g1)− Γm(g2)| < δm implies that g1 = g2.

Definition 2.2. For any positive null sequence (τm), a sequence of spatiotemporal embeddings

ofN0×G into [0,∞)×F with time scale τ and sequence of spatial embeddings Γ is a sequence
ι with

ιm : N0 ×G → [0,∞)× F by ιm(n, g) = (nτm,Γm(g)) .

For any sequence ι of spatiotemporal embeddings of N0 ×G into [0,∞)× F and for any

t in [0,∞), take Ỹ m to be the abstract stochastic process that is given by

Ỹ m
t = Γm

(

S̃⌊ t
τm

⌋
)

.

In the cases to be investigated, bounds on moments guarantee that Ỹ m has a model with
sample paths in D([0,∞) : F) that almost surely take values in Γm(G). Denote by Pm

the measure on the cylinder sets of D([0,∞) : F) that gives rise to the finite dimensional
distributions of Ỹ m. Define ιmS to be the process (D([0,∞) : F),Pm, Y ). For appropriate
choices of the primitive process and the sequence of spatiotemporal embeddings, the sequence
of measures (Pm) converges weakly to the probability measure P for a Brownian motion in
F. Such a sequence of approximating measures exists for any Brownian motion in F. In this
precise sense, Brownian motion in F is a scaling limit of a primitive discrete time random
walk on G.

2.7. Classical example: Real Brownian motion. The abstract random variable X̃ that
is given by the law

{

Prob
(

X̃ = −1
)

= 1
2

Prob
(

X̃ = 1
)

= 1
2

generates the abstract Z-valued stochastic process S̃, by (9). Calculate the mean of S̃n,

E[S̃n], and the variance of S̃n, Var[S̃n], to verify that

E[S̃n] = 0 and Var[S̃n] = n.

For any space scale (δm) and time scale (τm), define Γ and ι for any (n, z) in N0 ×Z by

Γm(z) = δmz and ιm(n, z) = (nτm,Γm(z)).

The stochastic process (F ([0,∞) : R),Pm, Y ) is a model for Ỹ m. Denote by Em the expected

value with respect to Pm. Independence of the X̃i imply that for any positive t,

Em
[

|Yt2 − Yt1 |2
]

= E

[

∣

∣

∣
δmS̃⌊ t2

τm
⌋ − δmS̃⌊ t1

τm
⌋

∣

∣

∣

2
]

= δ2m

(

⌊ t2
τm

⌋ − ⌊ t1
τm

⌋
)

.

Independence of the increments of Y imply Proposition 2.1.

Proposition 2.1. For any strictly increasing sequence (t1, t2, t3) in [0,∞),

Em
[

|Yt2 − Yt1 |2 |Yt3 − Yt2 |2
]

≤ δ4m
τ 2m

(t3 − t1)
2 .
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Proposition 2.1 implies that the process has a version with sample paths in D([0,∞) : R)
[11, 12]. Denote once again by Pm the probability measure for this version and take ιmS to
be the process (D([0,∞) : R),Pm, Y ). If there is a positive constant D with

(11)
δ2m
τm

→ D,

then the estimate given by Proposition 2.1 is uniform in m, which implies the uniform
tightness of (Pm). Uniform tightness and the convergence on the simple cylinder sets of (Pm)
to the Wiener measure W with diffusion constant D together imply the weak convergence of
(Pm) to W [11, 12]. Although each Pm gives full measure to the δmZ-valued step functions
whose jumps occur almost surely in τmN, the measure W is concentrated on the continuous
functions.

3. The Primitive Process and its Generator

3.1. The primitive p-adic state space and its refinements. Take Gm to be the quotient
group Qp/p

mZp and [·]m to be the quotient map from Qp onto Gm that is given for each x
in Qp by

[x]m = x+ pmZp.

Define the absolute value | · |m on Gm by

|[x]m|m =

{

|x| if [x]m 6= [0]m
0 if [x]m = [0]m.

For any g in Gm, denote by Bm
k (g) and Sm

k (g) the sets

Bm
k (g) = {h ∈ Gm : |h− g|m ≤ pk} and Sm

k (g) = {h ∈ Gm : |h− g|m = pk}.
Suppress g in the notation when g is equal to [0].

Denote by G the group G0 and by [·] the quotient map [·]0. Take µm to be the counting
measure on Gm scaled by a factor of p−m, so that for any g the volume of Bm

k (g) and Sm
k (g)

are respectively given by

Vol(Bm
k (g)) = p−mpk and Vol(Sm

k (g)) = p−mpk
(

1− 1
p

)

.

For any integrable function f on Gm,

(12)

∫

Gm

f([x]m) dµm([x]m) =
∑

[x]m∈Gm

f([x]m)p
−m.

Proposition 3.1 follows from the observation that any function that is defined on Qp by

x 7→ f([x]m)

is locally constant with radius of local constancy equal to p−m, and the fact that any ball in
Qp with radius at least p−m is a disjoint union of balls of radius p−m.

Proposition 3.1. For any C-valued integrable function f on Gm and any ball B of radius

at least p−m in Qp,
∫

[B]m

f([x]m) dµm([x]m) =

∫

B

f([x]m) dµ(x).
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Take αm to be the isomorphism from G to Gm that is defined for any [x] in G by

αm(x+ Zp) = pmx+ pmZp.

The group p−mZp is the Pontryagin dual of the group Gm and any element of Gm is [x]m for
some x in Qp. Use the canonical inclusion map that takes p−mZp into Qp to define the dual
pairing 〈·, ·〉m, the function

〈·, ·〉m : p−mZp ×Gm → S1 by 〈[x]m, y〉m = χ(xy).

For any ([x]m, w, y) in Gm × pmZp × p−mZp, the product wy is in Zp. The equality

χ((x+ w)y) = χ(xy)χ(wy) = χ(xy)

follows from the fact that χ is an additive rank 0 character on Qp, and it implies that the
definition of the dual pairing is independent of the choice of the representative. The equalities

〈αm([x]), y〉m = 〈[pmx]m, y〉m = χ(pmxy) = 〈[x], pmy〉
imply Proposition 3.2.

Proposition 3.2. For any (x, y) in Qp × p−mZp,

〈[x]m, y〉m = 〈[x], pmy〉.
Define the Fourier transform Fm that takes L2(Gm) to L2(p−mZp) and the inverse Fourier

transform F−1
m that takes L2(p−mZp) to L2(Gm) to be given for any f in L2(Gm) and any f̃

in L2(p−mZp) by

(Fmf)(y) =

∫

Gm

〈−[x]m, y〉mf([x]m) dµm([x]m)

and (F−1
m f̃) ([x]m) =

∫

p−mZp

〈[x]m, y〉mf̃(y) dµ(y).

3.2. The generator of the primitive process. Take X̃ to be the G0-valued abstract
random variable with probability mass function ρX̃ given by

(13)

{

ρX̃([x]) =
pb−1
pib

1
pi−pi−1 if |[x]| = pi

ρX̃([0]) = 0,
so that

{

Prob(X̃ ∈ S0
i ) =

pb−1
pib

Prob(X̃ = [0]) = 0.

The law for X̃ is different from the one previously introduced [7]. Denote by φX̃ the Fourier

transform of ρX̃ , the characteristic function of X̃ that has domain equal to Zp. To compress
notation, write

ρ(i) =
pb − 1

pib
· 1

pi − pi−1
.

For any y in Zp, there is a k in N0 so that

(14) |y| = p−k,

and so

φX̃(y) =

∫

G

〈−[x], y〉ρX([x]) dµ0([x])

=
∑

i∈N
ρ(i)

∫

S0i

〈−[x], y〉 dµ0([x])

9



=
∑

i∈N
ρ(i)

{

∫

B0
i

〈−[x], y〉 dµ0([x])−
∫

B0
i−1

〈−[x], y〉dµ0([x])

}

= −ρ(1)

∫

B0
0

〈−[x], y〉 dµ0([x]) +
∑

i∈N
(ρ(i)− ρ(i+ 1))

∫

B0
i

〈−[x], y〉 dµ0([x])

= −pb − 1

pb
· 1

p− 1
1Zp

(y) + (pb − 1)
( p

p− 1

)(

1− 1

pb+1

)

∑

i∈N

1

pib
1p−i(y)

= −pb − 1

pb
· 1

p− 1
+ (pb − 1)

( p

p− 1

)(

1− 1

pb+1

)

k
∑

i=1

1

pib
.(15)

Use (14) to simplify (15) and obtain Proposition 3.3.

Proposition 3.3. For any y in Zp,

φX̃(y) = 1− α|y|b where α =
pb+1 − 1

pb+1 − pb
.

Proposition 3.4. The values α
pb

and α− 1 are both in (0, 1).

Proof. The Vladimirov exponent b is positive and p is at least 2, so

α− 1 =
1

p− 1
· p

b − 1

pb
< 1.

Multiply 2p2b+1 ln(p) by both sides of the inequality

p− 1

p
>

1

2pb

and write both sides of the resulting inequality as derivatives to obtain the inequality

d

db
(p2b+1 − p2b) >

d

db
(pb+1 − 1).

The equality of pb+1 − 1 and p2b+1 − p2b when b is equal to 0 implies that for any positive b,

α

pb
=

pb+1 − 1

p2b+1 − p2b
< 1.

�

3.3. The primitive process. Take S̃ to be the abstract stochastic process defined by (9)
and, for any n in N, take ρ∗(n, ·) to be the probability mass function for S̃n.

Proposition 3.5. For any natural number n and [x] in G,

(16) ρ∗(n, [x]) = (1− α)n1B0
0
([x]) +

∑

i∈N

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

p−i1B0
i
([x]).

Proof. The Fourier transform takes the convolution of functions to their product, so compute
the inverse Fourier transform of the nth power of φX̃ to obtain the equalities

ρ∗(n, [x]) =
∑

i∈N0

∫

|y|=p−i

〈[x], y〉
(

1− α|y|b
)n

dy

10



=
∑

i∈N0

(

1− α

pib

)n
∫

|y|=p−i

〈[x], y〉 dy

= (1− α)n
(
∫

|y|≤1

〈[x], y〉 dy −
∫

|y|≤p−1

〈[x], y〉 dy
)

+
∑

i∈N

(

1− α

pib

)n
(
∫

|y|≤p−i

〈[x], y〉 dy −
∫

|y|≤p−(i+1)

〈[x], y〉 dy
)

= (1− α)n
∫

|y|≤1

〈[x], y〉 dy

+
∑

i∈N

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)
∫

|y|≤p−i

〈[x], y〉 dy

= (1− α)n1B0
0
([x]) +

∑

i∈N

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

p−i1B0
i
([x]).

�

The Kolmogorov extension theorem guarantees that S̃ has a model with sample paths in
F (N0 : G), a stochastic process (F (N0 : G),P∗, S) with finite dimensional distributions given
by (10). Take E∗[·] to be the expected value with respect to P∗.

3.4. Bounds for low order moments of the primitive process. In the real setting, mo-
ment estimates come from a straightforward calculation of variance. Determining sufficient
estimates in the Qp setting, irrespective of the value of b, is more involved.

Theorem 3.1. There is a K in R so that for any r in (0, b) and any n in N,

(17) E∗
[

|Sn|r
]

< Kn
r
b .

Proof. Use the explicit expression for ρ∗(n, x) to obtain the equalities

E∗
[

|Sn|r
]

=

∫

G

|[x]|rρ∗(n, [x]) dµ0([x])

=
∑

i∈N

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)
∫

G

|[x]|rp−i1B0
i
([x]) dµ0([x]).(18)

An integral over G is a countable sum of integrals over the S0
i , namely

∫

G

|[x]|rp−i1B0
i
([x]) dµ0([x]) =

(
∫

S0
i

|[x]|r dµ0([x]) + · · ·+
∫

S01

|[x]|r dµ0([x]) + 0

)

p−i

=
(

pr
(

p1 − 1
)

+ · · ·+ pir
(

pi − pi−1
)

)

p−i

=
pr+1 − pr

pr+1 − 1

(

pir − p−i
)

<
(

pir − p−i
)

.(19)

Equalities (18) and (19) together imply that

E∗
[
∣

∣Sn

∣

∣

r]

<
∑

i∈N

(

pir − p−i
)

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

=
∑

i∈N
pir

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

−
∑

i∈N
p−i

((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

.

11



For any natural number i that is greater than 1,

(20)
(

1− α

pib

)n

−
(

1− α

p(i−1)b

)n

= n

∫ 1− α

pib

1− α

p(i−1)b

sn−1 ds.

The integrand in (20) is increasing, and so

(21)
(

1− α

pib

)n

−
(

1− α

p(i−1)b

)n

< n
(

1− α

pib

)n−1 α

p(i−1)b

(

1− 1

pb

)

.

Take I(n) to be the quantity

I(n) =
∑

i>1

pir
((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

.

For any natural number i that is greater than 1,

p−i
((

1− α

pib

)n

−
(

1− α

p(i−1)b

)n)

> 0,

and so

(22) E∗
[
∣

∣Sn

∣

∣

r]

< I(n) +
(

pr − p−1
)

((

1− α

pb

)n

− (1− α)n
)

.

The inequality (21) implies that

I(n) <
∑

i>1

pirn
(

1− α

pib

)n−1 α

p(i−1)b

(

1− 1

pb

)

= nα
r
b

∑

i>1

( α

pib

)− r
b
(

1− α

pib

)n−1 α

p(i−1)b

(

1− 1

pb

)

.(23)

Write
xi =

α

pib
, Ii = [xi, xi−1], and ∆Ii = xi−1 − xi

to obtain the equality

(24) nα
r
b

∑

i>1

( α

pib

)− r
b
(

1− α

pib

)n−1 α

p(i−1)b

(

1− 1

pb

)

= nα
r
b

∑

i>1

x
− r

b

i (1− xi)
n−1∆Ii.

Reindex the sum in (23) and use the fact that ∆Ii is equal to pb∆Ii+1 together with (24) to
see that

I(n) < nα
r
b pb

∑

i>2

x
− r

b

i−1

(

1− xi−1

)n−1

∆Ii,(25)

and so

I(n) < nα
r
b pb

∫ α

p2b

0

x− r
b (1− x)n−1∆Ii(26)

since the sum in (25) is a lower Riemann sum approximation of the integral in (26). The
positivity on (0, 1) of the integrand in (26) implies that

I(n) < nα
r
b pb

∫ 1

0

x− r
b (1− x)n−1 dx

= nα
r
b pbB

(b− r

b
, n

)

= nα
r
b pb

Γ
(

b−r
b

)

Γ(n)

Γ
(

b−r
b

+ n
) ,(27)
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where B is the beta function and Γ is the gamma function.
Wendel proved [34] that for any positive x and a in [0, 1),

1 ≤ xaΓ(x)

Γ(x+ a)
≤

( x

x+ a

)1−a

,

and so

(28)
Γ(n)

Γ
(

b−r
b

+ n
) ≤ n− b−r

b

(n+ b−r
b

n

)1− b−r
b

= n− b−r
b

(n + b−r
b

n

)
r
b

= e1(n)n
− b−r

b

where for all n,

e1(n) < 2 and lim
n→∞

e1(n) = 1.

The inequalities (27) and (28) together imply that

I(n) < 2α
r
b pbΓ

(b− r

b

)

n
r
b .(29)

To bound from above the second summand in (22), take

δ = max
{
∣

∣

∣
1− α

pb

∣

∣

∣
, |1− α|

}

< 1

so that

(30) 0 <

∣

∣

∣

∣

(

1− α

pb

)n

− (1− α)n
∣

∣

∣

∣

≤ 2δn = e2(n)n
r
b where e2(n) = (2δnn− r

b ).

Since e2(n)n
r
b tends to zero as n tends to infinity and e2(n) is bounded above by 2, the

inequalities (22), (29), and (30) together imply that

E
[
∣

∣Sn

∣

∣

r]

< 2α
r
b pbΓ

(b− r

b

)

n
r
b + 2prn

r
b = Kn

r
b , where K = 2

(

pr + α
r
b pbΓ

(b− r

b

))

.

�

4. Convergence of the Discrete Time Processes

4.1. Embeddings into the continuous state space. Take qm to be an injection from Gm

to Qp that has the property that for any g in Gm, [qm(g)]m is equal to g. Denote by 1m the
indicator function on the set (−∞, m] ∩ Z. Use qm and (5) to define for any g in Gm the
injection jm from Gm to Q by

jm(g) =
∑

k∈Z
aqm(g)(k)1m(k)p

k,

which is independent of the choice of injection qm. The sequence of functions

(31) Γm : G → Qp by Γm(g) = jm(αm(g))

is a sequence of spatial embeddings of G into Qp with spatial scale (p−m). For any g in G,

(32) jm(αm(g)) = pmj0(g).

The sequence of discrete sets (Γm(G)) is a sequence of refinements of grids that approximates
Qp in the sense that, for any m1 and m2 in N0, if m1 is less than m2, then Γm1(G) is a subset
of Γm2(G), and the union over all m of the Γm(G) is dense in Qp. Equation (32) implies
Proposition 4.1.

13



Proposition 4.1. For any finite sequence (gi)i∈{1,...,k} in G,

∣

∣

∣
Γm

(

k
∑

i=1

gi

)
∣

∣

∣
= p−m

∣

∣

∣

k
∑

i=1

gi

∣

∣

∣
.

4.2. Spatiotemporal embeddings of the primitive process. Denote by X̃m the ab-
stract random variable αm ◦ X̃ . The probability density function for X̃m, ρX̃m , is given for
any x in Qp by

ρX̃m([x]m) = ρX̃([x]).

The group p−mZp is the Pontryagin dual of Gm and is the domain of φX̃m , the characteristic

function of X̃m.

Proposition 4.2. For any y in p−mZp,

φX̃m(y) = 1− α
|y|b
pmb

.

Proof. Propostion 3.1 implies that for any y in p−mZp,

φX̃m(y) =

∫

Gm

〈−[x]m, y〉mρX̃m([x]m) dµm([x]m)

=

∫

Qp

〈−[x]m, y〉mρX̃m([x]m) dµ(x).(33)

Proposition 3.2 and (33) together imply that

φX̃m(y) =

∫

Qp

〈−[x], pmy〉ρX̃m([x]m) dµ(x)

=

∫

Qp

〈−[x], pmy〉ρX̃([x]) dµ(x).(34)

Propostion 3.1 permits the integral in (34) to be rewritten as an integral over G, and so

φX̃m(y) =

∫

G

〈−[x], pmy〉ρX̃([x]) dµ0([x])

=
(

FρX̃

)

(pmy) = 1− α|pmy|b = 1− α|y|b
pmb

,

where Proposition 3.3 implies the penultimate equality. �

Take τ to be the sequence of time scalings
(

σ
α
pmb

)

and ι to be the sequence of spatiotem-
poral embeddings of G into Qp with time scaling τ and spatial embeddings given by the
Γm that (31) defines. As discussed in the previous work [7], the relationship between the
space and time scalings that guarantee the convergence of the discrete time processes to the
Brownian motion in Qp is similar in the p-adic and real settings, namely,

δbm
τm

→ σ

α
.

As should be expected, this relationship continues to hold for more general b. Take λ(m) to

be the reciprocal of τ(m) and take Ỹ m and Z̃m to be the abstract processes that are for any

14



t in [0,∞) given by

Ỹ m
t = Γm(S̃⌊tλ(m)⌋) and Z̃m

t = αm(S̃⌊tλ(m)⌋).

All probabilities for Ỹ m may be recovered from the probabilities for Z̃m, since

Ỹ m = jm ◦ αm ◦ S̃.
For all t in (0,∞), denote by ρZ̃m(t, ·) and φZ̃m(t, ·) the probability density function and

characteristic function for Z̃m
t , respectively. Since the Fourier transform takes convolutions

to products, Proposition 4.2 implies Proposition 4.3.

Proposition 4.3. For any y in p−mZp and t in [0,∞),

φZ̃m(t, y) =

(

1− α|y|b
pmb

)⌊tλ(m)⌋
.

Take Em to be the function that is defined for any (t, y) in [0,∞)×Qp by

Em(t, y) =







(

1− α|y|b
pmb

)⌊tλ(m)⌋
if |y| ≤ pm

0 if |y| > pm.

For any fixed b in (0,∞), Proposition 3.4 implies Proposition 4.4.

Proposition 4.4. For any t in [0,∞), the sequence of functions (Em(t, ·)) converges uni-

formly to e−tσ|·|b.

4.3. Moment estimates for the embedded processes. The Kolmogorov Extension The-
orem guarantees the existence of a model (F ([0,∞) : Qp),Q

m, Y ) for Ỹ m. Denote by Em[·]
the expected value with respect to Qm.

Proposition 4.5. There is a constant C such that for any t in [0,∞),

Em

[
∣

∣Yt

∣

∣

r]

< Ct
r
b .

Proof. For any t small enough so that tλ(m) is in [0, 1), Em

[
∣

∣Yt

∣

∣

r]

is equal to 0, which verifies
the inequality. Denote by K the constant appearing in Proposition 3.1. If tλ(m) is in [1,∞),
then (32) implies that

Em

[
∣

∣Yt

∣

∣

r]

=
∑

k∈N0

pkrProb
(

∣

∣αm ◦ S̃⌊tλ(m)⌋
∣

∣ = pk
)

=
∑

k∈N0

p(k−m)rProb
(

∣

∣S̃⌊tλ(m)⌋
∣

∣ = pk
)

= p−rmE∗

[

∣

∣S̃⌊tλ(m)⌋
∣

∣

r
]

< Kp−rm⌊tλ(m)⌋
r
b ≤ K

(

σ
α

)
r
b t

r
b ,

where Proposition 3.1 implies the penultimate inequality. �

Proposition 4.6. There is a sequence of measures (Pm) on D([0,∞) : Qp) so that for each

m in N0, the triple (D([0,∞) : Qp),P
m, Y ) is a model for Ỹ m. Furthermore, the sequence

(Pm) is a sequence of uniformly tight probability measures.
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Proof. For any strictly increasing finite sequence (t1, t2, t3) in [0,∞), the independence of

the increments of Ỹ m implies that

Em

[
∣

∣Yt3 − Yt2

∣

∣

r∣
∣Yt2 − Yt1

∣

∣

r]

= Em

[
∣

∣Yt3 − Yt2

∣

∣

r]

Em

[
∣

∣Yt2 − Yt1

∣

∣

r]

≤ C(t3 − t2)
r
bC(t2 − t1)

r
b ≤ C2(t3 − t1)

2r
b .

Take r to be in
(

b
2
, b
)

to verify that (F ([0,∞) : Qp),Q
m, Y ) satisfies Chentsov’s criterion with

constant C independent of both m and the choice of (t1, t2, t3) [12]. �

4.4. Convergence of the processes. The sequence (D([0,∞) : Qp),P
m, Y ) of stochastic

processes describe random walks on the embedded grids Γm(G) in Qp, with jumps that occur
only at time points that are positive multiples of τm. Proposition 4.7 makes this idea precise.

Proposition 4.7. The measure Pm is concentrated on the subset of paths in D([0,∞) : Qp)
that are valued in Γm(G) and are, for each natural number n, constant on the intervals
[

(n− 1)τm, nτm
)

.

Proof. For any strictly increasing finite sequence (t1, . . . , tk) in [0,∞), paths inD([0,∞) : Qp)
are Pm-almost surely in Γm(G) at any given place of (t1, . . . , tk). Finite intersections of almost
sure events are almost sure and so

Pm
(

{ω ∈ D([0,∞) : Qp) : ω(ti) ∈ Γm(G), 1 ≤ i ≤ k}
)

= 1.

For any sequence (Ai) of strictly increasing nested finite subsets of Q whose union is Q,
continuity from above of Pm implies that

Pm
(

{ω ∈ D([0,∞) : Qp) : ω(s) ∈ Γm(G), ∀s ∈ Q}
)

= lim
i→∞

Pm
(

{ω ∈ D([0,∞) : R) : ω(s) ∈ Γm(G), ∀s ∈ Ai}
)

= 1.

The right continuity of the paths implies that the set of Γm(G)-valued paths has full measure
with respect to the measure Pm.

For any interval I in [0,∞) that does not intersect the set τmN, take (Vi) to be a nested
sequence of finite subsets of I whose union is I ∩Q. For any pair of real numbers s1 and s2
in I, ⌊s1λ(m)⌋ is equal to ⌊s2λ(m)⌋ and so

Pm
(

Ys1 − Ys2 = 0
)

= Prob
(

Ỹ m
s1

− Ỹ m
s2

= 0
)

= Prob
(

S̃⌊s1λ(m)⌋ − S̃⌊s2λ(m)⌋ = 0
)

= 1.

Continuity from above of the measure Pm implies that for any t in I,

Pm
(

{ω ∈ D([0,∞) : Qp) : |ω(t)− ω(s)| = 0, ∀s ∈ I ∩Q}
)

= lim
i→∞

Pm
(

{ω ∈ D([0,∞) : Qp) : |ω(t)− ω(s)| = 0, ∀s ∈ I ∩ Vi}
)

= 1.

The right continuity of the paths implies that

Pm
(

{ω ∈ D([0,∞) : Qp) : |ω(t)− ω(s)| = 0, ∀s, t ∈ I}
)

= 1.

Take (In) to be a sequence of disjoint intervals that do not intersect τmN and whose union
is Q \ τmN. Continuity from above of the measure Pm implies that

Pm
(

⋂

n∈N
{ω ∈ D([0,∞) : Qp) : |ω(t)− ω(s)| = 0, ∀s, t ∈ In}

)

= 1.

�
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Definition 4.1. The set HR of all restricted histories for paths in Qp is the set of all histories
in Qp whose route is a finite sequence of balls.

Proposition 4.8. For any restricted history h in HR,

Pm(C (h)) → P(C (h)).

Proof. For any (t, x) in (0,∞)×Qp,

ρZ̃m(t, [x]m) =

∫

p−mZp

〈[x]m, y〉
(

1− α|y|b
pmb

)⌊tℓ(m)⌋
dµ(y)

=

∫

Qp

χ(xy)Em(t, y) dµ(y).

Denote by Fm the function that takes any x in Qp to Em(t, x)1Bm−1(0)(x), and denote by
Am the integral of |Em(t, ·)| over Sm(0). The bounds given by Proposition 3.4 imply that

(Am) is a positive null sequence and that the sequence of functions (Fm) increases to e−tσ|·|b .
There is, therefore, a positive null sequence (εk) so that for any m,

(35)

∫

Bk(0)c
|Em(t, ·)| dµ(x) < εk.

Proposition 4.4 and (35) together imply that for any positive t,

|ρZ̃m(t, [x]m)− ρY (t, x)| ≤
∫

Qp

∣

∣

∣
χ(xy)Em(t, y)− χ(xy)e−σt|y|b

∣

∣

∣
dµ(y)

=

∫

Qp

∣

∣

∣
Em(t, y)− e−σt|y|b

∣

∣

∣
dµ(y) → 0,

and so (ρZ̃m(t, [·]m)) converges uniformly on Qp to ρY (t, ·).
It is enough to suppose that Uh(0) is the set {0}. Simplify the notation by writing

eh = (t0, . . . , tk) and Uh = ({0}, U1, . . . , Uk).

As long as m is large enough so that p−m is less than the radius of any ball in Uh,

Pm(C (h)) = Pm(Yt1 ∈ U1, Yt2 ∈ U2, . . . , Ytn ∈ Un)

=

∫

U1

· · ·
∫

Uk

∏

i∈{1,...,k}
ρZ̃m(ti − ti−1, [xi]− [xi−1]) dµ(xk) · · ·dµ(x1)

→
∫

U1

· · ·
∫

Uk

∏

i∈{1,...,k}
ρY (ti − ti−1, xi − xi−1) dµ(xk) · · ·dµ(x1) = P(C (h)),

since the integrand that is indexed by m is uniformly convergent as a product of bounded,
uniformly convergent functions. �

Theorem 4.1. The sequence of measures (Pm) converges weakly to P.

Proof. Proposition 4.6 implies that the family measures {Pm : m ∈ N0} is uniformly tight.
Since the intersection of any two balls in Qp is again a ball in Qp, C (HR) is a π-system that
generates the σ-algebra of cylinder sets. Proposition 4.8 implies that for any A in C (HR),
(Pm(A)) converges to P(A). The uniform tightness together with the convergence of the
measures on a π-system that generates the cylinder sets implies the weak convergence of the
Pm to P. �
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The convergence demonstrated here is, for any b in (0,∞), the weak convergence of prob-
ability measures on D([0,∞) : Qp). In contrast, the convergence established earlier [7] was,
for any fixed positive T and b in (1,∞), the weak convergence of probability measures on
D([0, T ] : Qp). The current proof is quite robust and it should extend to the full generality
of the non-Archimedean Brownian motion that Varadarajan introduced [26].
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