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ABSTRACT
Continuous sign language recognition (CSLR) aims to promote ac-
tive and accessible communication for the hearing impaired, by
recognizing signs in untrimmed sign language videos to textual
glosses sequentially. The key challenge of CSLR is how to achieve
the cross-modality alignment between videos and gloss sequences.
However, the current cross-modality paradigms of CSLR overlook
using the glosses context to guide the video clips for global temporal
context alignment, which further affects the visual to gloss map-
ping and is detrimental to recognition performance. To tackle this
problem, we propose a novelDenoising-Diffusion globalAlignment
(DDA), which consists of a denoising-diffusion autoencoder and
DDA loss function. DDA leverages diffusion-based global align-
ment techniques to align video with gloss sequence, facilitating
global temporal context alignment. Specifically, DDA first proposes
the auxiliary condition diffusion to conduct the gloss-part noised
bimodal representations for video and gloss sequence in a com-
mon low-dimensional latent space. To address the problem of the
recognition-oriented alignment knowledge represented in the dif-
fusion denoising process cannot be feedback. The DDA further
proposes the Denoising-Diffusion Autoencoder, which adds a de-
coder in the auxiliary condition diffusion to denoise the partial
noisy bimodal representations via the designed DDA loss in self-
supervised. Notably, our DDA loss not only performs the denoising
but also achieves the alignment knowledge transfer. In the denois-
ing process, each video clip representation of video can be reliably
guided to re-establish the global temporal context between them
via denoising the gloss sequence representation. Experiments on
three public benchmarks demonstrate that our DDA achieves state-
of-the-art performances and confirm the feasibility of DDA for
video representation enhancement. Furthermore, DDA also can be
a plug-and-play optimization to generalize other CSLR methods.
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1 INTRODUCTION
Sign language is a convenient communicationway between hearing-
impaired people. One simple way to promote the active integration
of hearing-impaired people into society is for hearing people to be
capable of reading and understanding sign language. However, it
is difficult for hearing people to learn sign language. Continuous
Sign Language Recognition (CSLR) involves recognizing signs in an
untrimmed video to textual glosses1 sequentially, which facilitates
barrier-free communication for hearing-impaired people, and it is
an important manifestation of social good.

CSLR, as a typical cross-modality recognition task, requires an
effective cross-modal alignment paradigm. However, current align-
ment paradigms of CSLR ignore employing the gloss context to
guide the visual representations for global temporal context align-
ment. These paradigms mainly fall into the following categories:
(1) Employing Connectionist Temporal Classification (CTC) to map
visual representations to gloss space [13, 18, 25, 28] (as shown
in Figure 1(a)). (2) Based on CTC, employ the language model
to learn gloss context and map both visual and gloss represen-
tations to a common high-dimensional space to close their dis-
tributions [30, 45] (illustrated in Figure 1(b)). (3) Mapping visual
representations at each time step with gloss representations (ex-
tracted from pre-trained language model) of all previous time steps
into multiple high-dimensional hybrid spaces, which conducts local
temporal context alignment [31, 44] (depicted in Figure 1(c)).

1Gloss: each word from the text sentence of the annotated sign language video.
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Figure 1: Cross-modality alignment paradigms investigated
in CSLR. (a) Video clip→individual gloss mapping. (b) High-
dimensional common latent space learning contains two
modalities sequence. (c) Multi-hybrid spaces learning for
each video clip and previous time steps’ glosses. (d) Low-
dimensional common space learning contains twomodalities
sequencewith global temporal context, a novel paradigmfirst
proposed by our DDA.

Although these paradigms achieve decent performance, the align-
ment of Figure 1(a), (b), and (c) are unable to build the global tem-
poral context alignment among each video clip guided by the gloss
sequence, thus further affecting the visual-gloss mapping and the
model’s recognition performance. As such, properly discovering the
global temporal context alignment of CSLR is of great importance.

The current methods that enable advanced cross-modal align-
ment are mainly based on contrastive learning [24] or diffusion
model [2, 3, 41], but the former is data-hungry [32]. Therefore, we
propose the auxiliary condition diffusion to perform the global
temporal context alignment in a diffusion manner. Additionally, [7]
has concluded that rather than the diffusion process, the denoising
process is the key to driving the recognition-oriented represen-
tation capability of the diffusion model. However, the denoising
process works at the inference, which cannot feedback the powerful
alignment knowledge in representations to the backbone.

To solve these challenges, we propose a novelDenoising-Diffusion
Alignment (DDA), containing the Denoising-DiffusionAutoencoder
and DDA loss function, to explore the diffusion-based global align-
ment between video and gloss sequence to facilitate the global
temporal context alignment. Firstly, the proposed auxiliary con-
dition diffusion merges the representations of both the gloss se-
quence and the entire video as bimodal representations and projects
them into a common low-dimensional latent space, as shown in
Figure 1(d). Moreover, the gloss sequence part in the bimodal repre-
sentations will be added to random Gaussian noise, which we name
the partial noising process. Secondly, inspired by the idea of [7],
DDA conducts the Denoising-Diffusion Autoencoder by adding
a decoder in the auxiliary condition diffusion to denoise the par-
tial noisy bimodal representations via the proposed DDA loss. In
this denoising process, the proposed Autoencoder can naturally
model the global temporal context of video to denoise the global

gloss context in the common space by the DDA loss, which implic-
itly makes the video representation learn and further present the
global gloss context. Furthermore, the DDA loss also transfers the
knowledge of the globally aligned representation to the video repre-
sentation. This alignment approach reliably guides each video clip
representation of video to re-establish the global temporal context
between them based on the global text context. In particular, the
Denoising-Diffusion Autoencoder can be optimized by the DDA
loss in a self-supervised manner, which effectively back-propagates
the learned alignment knowledge to refine the video representa-
tions. In summary, our contributions are three-fold:

• Orthogonal to the cross-modality alignment schemes com-
monly used in CSLR,we propose a novel Denoising-Diffusion
Alignment (DDA) to perform the global temporal context
alignment, which is proposed for the first time in CSLR.

• ADenoising-DiffusionAutoencoder, which is a self-supervised
manner, and a loss function is proposed to denoise the par-
tial noisy bimodal representations and back-propagate the
alignment knowledge to enhance the video representations.

• Experiments show that our method achieves state-of-the-
art recognition performance, enhances the generalization of
video representations, and has plug-and-play scalability.

2 RELATEDWORK
2.1 Continuous Sign Language Recognition
The CSLR aims to recognize signs in a video corresponding to
several glosses, where the order of glosses is consistent with the
signs. Due to weak sentence-level annotation (lacking segmenta-
tion ground-truth for each sign) and small-scale data being avail-
able in current CSLR benchmarks, many state-of-the-art meth-
ods [13, 25, 28, 43] exploit the connectionist temporal classication
(CTC) [10] to accurately map each video clip to the corresponding
gloss by maximizing the probabilities of all alignment paths be-
tween video clips and glosses. To enhance the above cross-modality
mapping, some methods exploit pre-captured pose heatmaps [48],
body keypoints [9], or model movements trajectories [17, 18] to
dynamically emphasize sign movements. However, these methods
ignore the problem of the CTC conditional independence assump-
tion, which only achieves video clip→individual gloss mapping,
and lacks gloss context learning. To solve this problem, [8, 30, 45]
further exploit the language model or VAE model or provide ex-
tensive gloss context supervision, subsequently maps the visual
representation to the high-dimensional gloss space, and employ
constraints to close their distributions. Meanwhile, C2ST [44] recur-
rently fuses gloss representations from all previous time steps with
the current time visual representation, which conducts multiple hy-
brid spaces to inject the context of two modalities. However, these
above methods only focus on guiding the video clip representation
to learn gloss context, ignoring guiding each video clip to learn
the global temporal context alignment among them. In this work,
our method aims to perform global temporal context alignment via
denoising partial noised bimodal representations.
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2.2 Corss-modality alignment in CSLR
In CSLR, due to the weak annotation of benchmarks, almost all
methods adopt the CTC loss function to map the visual represen-
tations to textual gloss space for cross-modality alignment [12,
13, 18, 25, 28, 30, 31]. Based on the CTC, some methods also em-
ploy the cross-attention operation [12, 31], dynamic time warping
(DTW) [30, 31], and contrastive learning method [30] to provide
gloss context supervision. Current effective cross-modal alignment
is at the core of many cross-modal tasks [1, 20], and the main
methods that enable advanced cross-modal alignment are con-
trastive learning methods [24] as well as diffusion models [2, 3,
19, 41]. [3, 41] come to the same conclusion that the latent space
features of diffusion models are indeed able to present the image,
and DiffDis [19] also employs the powerful diffusion framework
to perform superior image-text alignment. Due to the contrastive
learning is data-hungry [32], which is not suitable for the data-
limited CSLR. Therefore, we adopt the diffusion model to achieve
the global cross-modal alignment.

2.3 Denoising Diffusion Model
The denoising diffusionmodel (DDM) incorporates a forwardGauss-
ian diffusion noising process and a reverse denoising generation
process, which can refine the generated objects starting from Gauss-
ian noise iteratively. The denoising diffusion model is impressive
and powerful for cross-modalities generation such as text-to-visual
generation: Stable Diffusion [34], LGD [38], UniDiffuser [2] or Auto
sequence-to-Video sequence mutual generation: MM-Diffusion [35].
[3, 41]has presented that the latent space of the DDM can present
the cross-modalities alignment. However, [7] demonstrates that
these DDMs are generation-oriented, and their representations
are not robust enough for recognition. [7] transforms the DDM
to a denoising autoencoder to perform self-supervised learning
for recognition-oriented representations, and concludes that the
representation capability of DDM is mainly gained by the denois-
ing process, rather than a diffusion process. In this work, we also
formulate the diffusion model as a denoising-diffusion autoencoder
to achieve global temporal context alignment.

3 METHOD
3.1 General CSLR Framework
Formally, given a𝑇 frames sign language videoX = {𝑥𝑖 }𝑇𝑖=1, and its
corresponding gloss sequence with 𝐿 glosses G = {𝑔𝑖 }𝐿𝑖=1, where
𝑔𝑖 denotes the 𝑖-th gloss. The dominant continuous sign language
recognition (CSLR) framework [12, 17, 44, 45] embraces the para-
digm that comprises a video encoder, a classification module, and a
cross-modality alignment function.
Video encoder. The video encoder Φ𝑉𝐸𝑛𝑐 contains a spatial per-
ception module and a temporal perception module. Specifically,
the spatial perception module first extracts spatial features 𝐹𝑠𝑝 =

{𝑓 𝑖𝑠𝑝 }𝑇𝑖=1 from X. Subsequently, the temporal perception module
learns sign-specific knowledge and contextual correlation to ex-
tract video representations 𝐹𝑉 = {𝑓 𝑖

𝑉
}𝑇 ′
𝑖=1 ∈ R(𝑇 ′ )×𝑑 , which is the

video encoder’s output. Moreover, 𝐹𝑉 will be fed into the classi-
fier Φ𝑍 to predict corresponding logits 𝑍𝑉 = {𝑧𝑖

𝑉
}𝑇 ′
𝑖=1. Finally, the

cross-modality alignment function learns the mapping 𝑝 (𝑔𝑖 |𝑐𝑙𝑖𝑝 ;𝜃 ).

clip={𝑥𝑖 }𝑇
′

𝑖=1,𝑇
′ < 𝑇 is the video clip in a video, and 𝜃 indicates

video encoder’s parameters.
Gloss Sequence encoder. Additionally, given the sign language
gloss sequence with 𝐿 glosses G = {𝑔𝑖 }𝐿

𝑖=1, the sign gloss sequence
representation 𝐹𝐺 ∈ R𝐿×𝑑 is extracted by a mBART model pre-
trained by the sign language data [9, 45].
Connectionist Temporal Classification. Due to theweak sentence-
level annotation, the Connectionist Temporal Classification [10]H
is employed in recent SOTA methods [9, 12, 17, 44, 45], which can
mapping unsegmented video clips {𝑥𝑖 }𝑇

′
𝑖=1 and gloss sequence𝐺 by

summing the probabilities of all feasible alignment paths 𝜋 :

H = − log𝑝 (G|𝑥𝑖 ;𝜃 ) = − log

(∑︁
𝜋

𝑝 (𝜋 |𝑥𝑖 ;𝜃 )
)
, (1)

where 𝑝 (𝜋 |𝑥𝑖 ;𝜃 ) is calculated by CTC: 𝑝 (𝜋 |𝑥𝑖 ;𝜃 ) =
∏
𝑖
𝑝 (𝜋𝑖 |𝑥𝑖 ;𝜃 ),

the probabilities 𝑃𝜃 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑍𝑉 ) can be calculated via a softmax
function to the video encoder’s logits 𝑍𝑉 . The CTC has been vali-
dated to achieve superior video clip→individual gloss alignment.
Baseline method. It is worth noticing that the video encoder
equipped the classifier and the CTC alignment functionH standing
for the baseline in this work, which is the same as the other CSLR
methods [12, 17, 44].

3.2 Revisiting the CSLR.
Formally, given a 𝑇 frames sign language video X = {𝑥𝑖 }𝑇𝑖=1, and
its corresponding gloss sequence with 𝐿 glosses G = {𝑔𝑖 }𝐿𝑖=1, we in-
troduce the video representation 𝐹𝑉 (see Sec. 3.1) as latent variables
𝑧 to help model the conditional probability of CSLR:

𝑝 (G|𝑋 ) =
∫
𝑧

𝑝 (G, 𝑧 |𝑋 )𝑑𝑧 =
∫
𝑧

𝑝 (G|𝑧, 𝑋 )𝑝 (𝑧 |𝑋 ) 𝑑𝑧 (2)

From Equation 2, latent variables 𝑧 play a crucial role in align-
ing video 𝑋 and gloss sequence G. Notice that, 𝑧 can be drawn
from the posterior distribution 𝑝𝜃 (𝑧 |𝑋,𝐺), which can present bi-
modal contextual information of both video and gloss sequence.
And the desired posterior distribution 𝑝𝜃 (𝑧 |𝑋,𝐺) can be modeled
by the global video-gloss sequence alignment learning. Therefore,
through the global alignment, the prior 𝑝𝜃 (𝑧 |𝑋 ) can effectively
achieve global temporal context alignment by capturing bi-modal
contextual information from 𝑞𝜙 (𝑧 |𝑋,𝐺), and finally enhances the
CSLR model’s recognition performance.

3.3 Denoising-Diffusion Alignment
Based on the observations of Sec. 3.2, in this section, we propose a
novel Denoising-DiffusionAlignment (DDA) to formulate the global
video-gloss sequence alignment learning to facilitate the global
temporal context alignment. The DDA consists of the denoising-
diffusion autoencoder and the DDA loss function. The workflow of
the DDA is illustrated in Figure 2.
Auxiliary condition diffusion.The current CSLRmethods achieve
video clip→gloss mapping in the high-dimensional space (illus-
trated in Figure 1(b) and (c)). However, this mapping manner usu-
ally faces a large bias towards the ground-truth gloss sequence [6].
To solve this problem and ensure the effective global context guid-
ance of textual gloss modality to video, we propose the auxiliary
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Figure 2: Illustration of the workflow of the proposed Denoising-Diffusion Alignment (DDA). Given a pair of visual representa-
tions and gloss sequence representations, the two are merged in sequence dimension to get the bimodal representations𝑀0, and
only the gloss sequence part of it will be gradually perturbed with Gaussian noise in the partial noising process,obtaining𝑀𝑡 .
Subsequently, the diffusion encoder will embed𝑀𝑡 to learn both the video global context and the noised gloss sequence context
and output the latent representations 𝐹𝐻 . Consequently, the diffusion decoder will encode 𝐹𝐻 to the denoising output �̂�0.
Finally, the L𝐷𝐷𝐴 loss function will constrain the predicted output �̂�0 to approximate the clean bimodal representation𝑀0
and guide 𝐹𝑉 to learn the knowledge of global temporal context alignment.

condition diffusion. As shown in Figure 2, given the pair of visual
representation 𝐹𝑉 and gloss sequence representation 𝐹𝐺 , they are
mapped into a common latent space (as shown in Figure 1d), and
𝐹𝐺 used as prompt, is concatenated to 𝐹𝑉 to generate a bimodal
representation𝑀 ∈ R(𝐿+�̂�)×𝑑 . Where �̂� and 𝐿 denote the sequence
length of visual representation and gloss sequence representation,
respectively. In this common space, the consistency between two
different modalities [48] can be enhanced and easily transfer global
contextual knowledge and fine-grained knowledge of modalities [6].
Then the bimodal representation 𝑀 will be projected into a low-
dimensional latent space. Due to the low dimensional, the two
modalities’ semantics can be abstracted in this space to reduce the
bias towards the ground-truth sequence. Therefore, 𝑀 can be re-
garded as incorporating the gloss sequence’s global context into
the approximate posterior 𝑞𝜙 (𝑧 |𝑋,𝐺).

𝐹𝐺 = 𝑃𝑟𝑜 𝑗𝑔(𝐹𝐺 ), 𝐹𝑉 = 𝑃𝑟𝑜 𝑗𝑣 (𝐹𝑉 ),

𝑀 = [𝑓 1𝐺 , ..., 𝑓
𝑇
𝐺 , 𝑓

1
𝑉 , ..., 𝑓

𝐿
𝑉 ]

𝑀 = 𝑃𝑟𝑜 𝑗𝑚(𝑀)
(3)

Furthermore, we adopt the DDM [16, 37] forward process, which
incrementally adds multi-level Gaussian noise to the gloss part in
bimodal representation𝑀 with a Markov chain manner𝑀0, ..., 𝑀𝑇 ,
𝑀0 = 𝑀 (the partial noising process). The single step (from𝑀𝑡−1
to𝑀𝑡 ) is presented as follows:

𝑞 (𝑀𝑡 |𝑀𝑡−1) = N
(
𝑀𝑡 ;

√︁
1 − 𝛽𝑡𝑀𝑡−1, 𝛽𝑡 I

)
, (4)

Consequently, given𝑀0,𝑀𝑡 can be empirically redefined as:

𝑀𝑡 =
√︁
𝛼𝑡𝑀0 +

√︁
1 − 𝛼𝑡𝜖, (5)

where 𝜀 stands for Gaussian noises, we empirically set all diffusion
steps including 𝑇 , 𝛽𝑡 ∈ (0, 1)𝑡𝑡=1, 𝛼𝑡 := 1 − 𝛽𝑡 , 𝛼𝑡 :=

∏
𝑠 𝛼𝑠 , and the

linear noise schedule [7, 16] is adopted. Since only gloss part in𝑀 is
imposed noising in𝑇 timesteps, such as𝑀𝑡 = [𝑓 1

𝑉
, ..., 𝑓 �̂�

𝑉
, 𝑓 1
𝐺𝑡
, ..., 𝑓 𝐿

𝐺 𝑡
],

𝑓𝐺𝑡 stands for the noisy visual representation, 𝐹𝐺0 = 𝐹𝐺 , �̂� denotes
the video sequence length. As a result,𝑀𝑡 denotes the noisy gloss
sequence representation with Gaussian distribution connected with
the video representation.
Denoising-diffusion autoencoder. Our preliminary objective is
to formulate the video-gloss sequence global alignment as a DDM
paradigm to effectively transfer the global gloss context to the global
temporal context. However, the powerful representation of DDM
is gained by the denoising process [7], this process works at the
inference, which cannot provide alignment knowledge back to the
visual representation. Therefore, we conduct a denoising-diffusion
autoencoder procedure [7] to achieve a self-supervised learner to
perform the global alignment.

To efficiently preserve the semantic context of gloss sequence,
and spontaneously learn the global semantic correlation between
the video and gloss modalities, we adopt a Transformer architecture,
an mBART language model pre-trained on sign language [8], as
diffusion encoder Φ𝐷𝐸𝑛𝑐 and diffusion decoder Φ𝐷𝐷𝑒𝑐 . Inspired
by [7], both the encoder and decoder have the same architec-
ture, and the decoder is deeper than the encoder. The diffusion
encoder Φ𝐷𝐸𝑛𝑐 (𝑀𝑡 , 𝑡) is adopted to embed the part-noisy repre-
sentation to learn the context of both the noised gloss sequence
representation and the visual representation and output the latent
features 𝐹𝐻 . Φ𝐷𝐸𝑛𝑐 is optimized to retain the most relevant in-
formation between the initial bimodal representation𝑀0 and the
denoising result. Consequently, the diffusion decoder Φ𝐷𝐷𝑒𝑐 (𝑀𝑡 , 𝑡)
will encode 𝐹𝐻 to the denoising output �̂�0 = Φ𝐷𝐷𝑒𝑐 (𝑀𝑡 , 𝑡) by
optimized to make the tractable variational lower-bound L𝑉𝐿𝐵 ≤
E[−𝑙𝑜𝑔𝑝𝜃 (𝑀0)] to effectively perform denoising𝑀𝑡 to approximate
the clean initial bimodal representation 𝑀0. In this work, we fol-
low [7, 16] to simplify the L𝑉𝐿𝐵 ≤ E[−𝑙𝑜𝑔𝑝𝜃 (𝑀0)] to the mean
squared error objective to train the denoising-diffusion autoencoder.
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The simplified objective is defined as follows:

L𝐷𝐷𝐴 = E
𝐹𝐺0∼𝑞 (𝐹𝐺0 ),𝐹𝐺0 ,𝑡∼[1,𝑇 ]

𝐹𝐺0 − 𝐹𝐺0

2 + 𝐾𝐿(𝐹𝑉 , 𝐹𝑉 )
𝐾𝐿(𝐹𝑉 , 𝐹𝑉 ) = 𝐾𝐿

(
𝐹𝑉 | |𝐹𝑉

) (6)

Different from DDPM for noising 𝜖 prediction, our DDA predicts
the clean initial bimodal representation𝑀0. Where only the gloss se-
quence part 𝐹𝐺 in𝑀 will compute the loss. In addition, 𝐾𝐿(𝐹𝑉 , 𝐹𝑉 )
denotes the KL divergence acting on 𝐹𝑉 and 𝐹𝑉 to further explic-
itly transfer the learned global temporal context and gloss context
from 𝐹𝑉 to the video representation 𝐹𝑉 . Therefore, the diffusion-
denoising autoencoder ensures an effective capturing of the global
context within and between two modalities and can back-propagate
the learned global temporal alignment to refine the video encoder.

3.4 Objective
The objective of our method contains the objective function L𝐷𝐷𝐴

and L𝐶𝑇𝐶 to achieve both the video clip-textual gloss local align-
ment, the video-gloss sequence global alignment, and the global
temporal context alignment. Therefore, our objective L is defined
as follows:

L = L𝐶𝑇𝐶 + 𝛾1L𝐷𝐷𝐴, (7)

whereL𝐶𝑇𝐶 denotes the connectionist temporal classification (CTC)
loss function, 𝛾1 is hyperparameter for balance the contribution.
According to the experimental results in Table 7, it is set to 10.

4 EXPERIMENTS
4.1 Datasets and Evaluation
PHOENIX-2014 [23]. This benchmark was recorded from public
sign language interpreters of weather forecasts, and it delivers
6,842 sentences interpreted by 9 signers, composed of 1,295 sign
language gloss vocabulary. Additionally, the PHOENIX-2014 dataset
is officially divided into the train set, dev set, and test set with 5,672,
540, and 629 videos.
PHOENIX-2014T[4]. This benchmark is widely utilized for both
continuous sign language recognition (CSLR) task and sign lan-
guage translation (SLT) task. It contains 1,085 sign language gloss
vocabulary for the CSLR task, and all videos are officially divided
into 7,096, 519, and 642 videos for the training set, dev set, and test
set, respectively.
CSL-Daily[47]. This benchmark is a large Chinese CSLR dataset
for both continuous sign language recognition (CSLR) task and
sign language translation (SLT) task. Specifically, the CSLR task
records 2000 sign language vocabulary and it is officially divided
into 18,401, 1,077, and 1,176 videos for the training, dev, and test
sets.
Evaluation metric. In this work, the word error rate (WER) met-
ric is adopted for the CSLR evaluation. The WER belongs to the
edit distance, which measures the minimum number of substitu-
tions (#sub), deletions (#del), and insertions (#ins) operation needed
to convert the predicted gloss sequence to the associated reference
gloss sequence. The WER calculation method is as follows:

𝑊𝐸𝑅 =
#𝑠𝑢𝑏 + #𝑑𝑒𝑙 + #𝑖𝑛𝑠

𝐿
, (8)

where #𝑠𝑢𝑏, #𝑑𝑒𝑙, #𝑖𝑛𝑠 are the number of substitutions, deletions,
and insertions operation, respectively. Therefore, lowerWER values
imply better recognition performance.

4.2 Implementation Details
Network architecture. Specifically, in the video encoder, the
Resnet50 [15] pre-trained by CLIP [33] is leveraged to be the spatial
perception module, and the temporal perception module is empiri-
cally set to TLP [25] equipped with a two-layer Bi-LSTM module.
The feature dimensions of the TLP and Bi-LSTM are set to 1024,
and for diffusion encoder, and diffusion decoder are set to 512.
Parameter setting. For auxiliary condition diffusion in Sec. 3.3,
following DDIM [37] and [7], the diffusion noising timestep 𝑇 is
set to 1000, and we set 𝛽𝑡 from 𝛽1 = 0.0001 to 𝛽𝑇 = 0.99, which
provides noise to the gloss sequence representation linearly. The
covariance Σ𝜃 is fixed and defined as Σ𝜃 = 𝛽𝑡 I. The hyperparameter
𝛾1 in Eq. 7 are set to 10.0, and we also conduct ablation studies to
evaluate the impact of different 𝛾1.
Training and inference process. We train the DDA with a batch
size of 4, using the Adam optimizer [22] with an initial learning
rate of 1𝑒 − 5 for Resnet50, and 1𝑒 − 4 for others, a weight decay
factor of 1𝑒 − 4, and momentum as 0.9 and 0.99 for 80 epochs. And
the learning rate decays (0.2) at 31 and 61 epochs. All experiments
are implemented in PyTorch and on one A100 GPU. Specifically,
the denoising-diffusion autoencoder is dropped in inference. The
inference process of DDA begins by feeding the test video X into
the video encoder, where the spatial perception model (ResNet50)
first extracts spatial features. Following this, the temporal percep-
tion model (TLP+BLSTM) models local-global temporal context,
generating video representations. These representations are then
input into the classifier to obtain classification probability scores
𝑙𝑜𝑔𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑍𝑉 ). Finally, CTC beam search is employed to decode
the output and generate the predicted gloss sequenceY𝑝 = {𝑦𝑖𝑝 }𝐿𝑖=1.
The beam width is set to 10.

4.3 Comparison with state-of-the-art methods
We present the experiments comparison with several state-of- the-
art approaches on three public benchmarks. As shown in Table 1,
Table 2, and Table 3, we can observe that our proposed DDA only
models the RGB cue of sign language video and accompanying
gloss sequence, which achieves state-of-the-art recognition perfor-
mances on three public benchmarks, demonstrating its effective-
ness. Remarkably, our DDA outperforms the keypoints supervised
TwoStream-SLR [9] by 1.5% and 1.5% WERs on the dev and test set
of PHOENIX-2014 and even surpasses it by 0.7% and 0.8% WERs
on the dev and test set of PHOENIX-2014T. Furthermore, our DDA
also gains a significant improvement compared to other multi-cue
methods (marked as ∗), which employ the pre-captured hands, face,
keypoints, or heartmaps as supervision. It shows the effectiveness
of text guidance by denoising-diffusion autoencoder. In particu-
lar, C2ST enforces injecting the gloss semantic context into the
label prediction to refine the video clip-gloss mapping, which also
demonstrates the effectiveness of semantic context learning. Our
DDA also exceeds the C2ST by 0.6% and 0.5% WERs on the dev
and test set of PHOENIX-2014, even surpasses it by 0.3% and 0.4%
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Table 1: Compatibility to other stat-of-the-art CSLR meth-
ods on the PHOENIX-2014. The entries denoted by “∗” used
extra cues (keypoints). “Group1-4” corresponds to the cross-
modality alignment paradigm shown in Figure 1(a), (b), (c)
and (d), respectively.

Groups Methods
Dev (%) ↓ Test (%) ↓

del/ins WER del/ins WER

Group1

VAC[28] 7.9/2.5 21.2 8.4/2.6 22.3
SEN [18] 5.8/2.6 19.5 7.3/4.0 21.0
TLP[25] 6.3/2.8 19.7 6.1/2.9 20.8

C2SLR∗[48] - 20.5 - 20.4
SGN [42] 5.1/3.1 19.5 5.3/2.8 20.2

RadialCTC [29] 6.5/2.7 19.4 6.1/2.6 20.2
CoSign [21] - 19.7 - 20.1
CorrNet[17] 5.6/2.8 18.8 5.7/2.3 19.4

TwoStream-SLR∗[9] - 18.4 - 18.8

Group2
CMA[30] 7.3/2.7 21.3 7.3/2.4 21.9

CVT-SLR [45] 6.4/2.6 19.8 6.1/2.3 20.1
CTCA[12] 6.2/2.9 19.5 6.1/2.6 20.1

Group3
Align-iOpt[31] 12.9 / 2.6 37.1 13.0 / 2.5 36.7

C2ST[44] 4.2/3.0 17.5 4.2/3.0 17.7
Group4 DDA(Ours) 4.0/2.5 16.9 4.2/2.8 17.3

WERs on the dev and test set of PHOENIX-2014T, and by 0.3% and
0.5% on both the dev and test sets on the CSL-Daily.

In particular, Table 1 also illustrates the performance of different
cross-modality alignment paradigms (shown in Figure 1(a), (b), (c)
and (d), respectively) based methods. We can observe that CTC per-
forms significant recognition, furthermore, when employing other
cross-modality alignment paradigms, the performance can be fur-
ther improved, it is shown that improved cross-modality alignment
technology can effectively embrace recognition gain. Moreover,
our DDA, which conducts the global temporal context alignment
achieves the best performance, demonstrating its effectiveness.

4.4 Ablation Studies
Ablation on the proposed DDA. Table 4 ablates the ablation stud-
ies of the denoising-diffusion alignment (DDA) on the PHOENIX-
2014 benchmark. The baseline method (See 3.1) obtains WERs of
18.8% and 19.2% on both dev and test sets, and remarkably, the
proposed DDA gains significant improvement, achieving 16.9% and
17.3% on both dev and test sets. The introduction of DDA promot-
ing the baseline model demonstrates the superiority of the global
temporal context alignment via diffusion autoencoder generation.
Besides, the partial noising process and the denoising-diffusion
autoencoder are contained in DDA, and the autoencoder consists
of the diffusion encoder and decoder. When DDA removes the
diffusion decoder (“w/o Auto-Dec”), only remains the diffusion en-
coder, its training objective is to predict the added noise in𝑀𝑡 at
each timestep, according to the encoder output. We can observe
that the recognition performance drops 0.9% and 0.7% (WERs rais-
ing) on both dev and test sets. Furthermore, DDA removes the

Table 2: Comparison (%) with baseline methods on the
PHOENIX-2014T. The entries denoted by “∗” used extra cues
(keypoints).

Methods
WER

Dev% Test%

V-L Mapper [8] 21.9 22.5
TLP [25] 19.4 21.2
SEN [18] 19.3 20.7

CorrNet [17] 18.9 20.5
C2SLR∗ [48] 20.2 20.4
CVT-SLR [46] 19.4 20.3

CTCA (2023) [12] 19.3 20.3
CoSign [21] 19.5 20.1

TwoStream-SLR∗ [9] 17.7 19.3
C2ST[44] 17.3 18.9

DDA (Ours) 17.0 18.5

Table 3: Comparison (%) with baseline methods on the CSL-
Daily. The entries denoted by “∗” used extra cues (keypoints).

Methods
Dev% Test%

del/ins WER del/ins WER

BN-TIN+Transf [47] 13.9/3.4 33.6 13.5/3.0 33.1
SLT [5] 10.3/4.4 33.1 9.6/4.1 32.0
SEN [18] - 31.1 - 30.7

CorrNet [17] - 30.6 - 30.1
CTCA [12] 9.2/2.5 31.3 8.1/2.3 29.4
CoSign [21] - 28.1 - 27.2

TwoStream-SLR∗ [9] - 25.4 - 25.3
C2ST[44] 9.3/2.7 25.9 9.0/2.7 25.8

DDA (Ours) 9.1/2.8 25.6 9.0/2.1 25.3

diffusion encoder (“w/o Auto-Enc”), the 𝑀𝑡 will be fed into the
remaining diffusion decoder, subsequently, the decoder will be opti-
mized by L𝐷𝐷𝐴 to denoise 𝑀𝑡 to approximate 𝑀0, causing trivial
performance degradation (0.6% and 0.5% on both dev and test sets).
The two experiments demonstrate the superiority of the diffusion
decoder and also validate that the denoising-driven process can
enforce significant representation learning, as well as proved in [7].
Additionally, “FN” denotes we design a full noising process, which
adds noise to both video and gloss sequence parts in the bimodal
representation𝑀 . As shown in Table 4, when DDA replaces “PN”
(indicates the partial noising process) with “FN”, the performance
decreases 0.7% and 0.8% WERs on both dev and test sets, which
demonstrates the effectiveness of the partial noising process to con-
duct nature modalities context leaning and condition to promote the
video-gloss sequence alignment. Besides, Table 4 also depicts that
the optimization of the DDA relies more on the Diffusion Decoder
than the Diffusion Encoder.
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Table 4: Ablation study on the DDA on the PHOENIX-2014.
“Auto-Enc” and “Auto-Dec” denote the Encoder and Decoder
of the denoising-diffusion autoencoder, respectively. “FN”
stands for the full noising process.

Variants
Dev (%) ↓ Test (%) ↓

del/ins WER del/ins WER

DDA (Ours) 4.0/2.5 16.9 4.2/2.8 17.3
Baseline 5.6/2.8 18.8 (1.9%↑) 5.4/2.7 19.2 (1.9%↑)

DDA w/o Auto-Dec 4.6/2.9 17.8 (0.9%↑) 4.8/2.8 18.0 (0.7%↑)
DDA w/o Auto-Enc 4.4/2.6 17.5 (0.6%↑) 4.6/2.7 17.8 (0.5%↑)

DDA w/ FN 4.4/2.9 17.6 (0.7%↑) 4.9/2.8 18.1 (0.8%↑)

Table 5: Performance comparison of distinct distribution
alignment methods on the PHOENIX-2014.

Methods Alignment Dev (%) ↓ Test (%) ↓

Baseline

- 18.8 19.2
MMD [11] 19.0 19.2
JMMD [26] 18.8 18.8
NCE [33] 17.9 18.1

SimMIM [40] 17.7 17.8
MAE [14] 17.3 17.6
DDA (Ours) 16.9 17.3

Ablation on distinct distribution alignment objects. We inves-
tigate the superiority of the proposed DDA by comparing other dis-
tribution alignment methods, which can achieve global video-global
sequence alignment. As shown in Table 5, considering the semantic
context of text modality, DDA achieves a more significant perfor-
mance than MMD [11], JMMD [26], NCE loss [33], SimMIM [40],
and MAE [14]. In particular, the NCE loss achieves distributions
closer to the common sentence, and distributions apart from the
different, however, limited by the amount of training data as well as
computational resources, the performance of NCE cannot be fully
utilized. Furthermore, although both SimMIM and MAE are gener-
ative methods similar to DDM, they cannot learn multi-level mask
ratios simultaneously, compared to the multi-level Gaussian noise
addition of DDM. These experiments demonstrate that formulat-
ing the global temporal context alignment in a denoising-diffusion
autoencoder is feasible and achieves promising alignment capacity.

Table 6: Performance comparison of distinct networks for
the autoencoder on the PHOENIX-2014.

Methods Networks Dev (%) ↓ Test (%) ↓

Autoencoder

pre-trained mBART 16.9 17.3
mBART 17.3 17.7
BLSTM 17.7 18.1
1D U-Net 17.5 17.8

Table 7: Ablation study on 𝛾1 factor on the PHOENIX-2014.

𝛾1 1.0 5.0 7.0 10 20 30

Dev (%) ↓ 17.5 17.4 17.1 16.9 17.2 17.8

Test (%) ↓ 18.0 17.8 17.5 17.3 17.8 18.2

Ablation on distinct networks for the denoising-diffusion
autoencoder.We investigate the influence of different networks of
diffusion encoder and decoder. “pre-trained mBART” denotes the
mBART language model pre-trained on sign language [8]. “mBART”
indicates the mBART language model. As shown in Table 6, we ob-
serve that the pre-trained mBART can model better gloss sequence
context than others, resulting in the best performance.
Ablation on the distinct 𝛾1 factors. Table 7 delivers the loss
weight of the DDA in Eq. 7. We observe that the performance
gradually increases as 𝛾1 increases until 𝛾1 = 10, then decreases
after a certain value, the optimal weight for it is 10.

4.5 Other Evaluations
Evaluation on DDA generalizing other CSLR methods. As
shown in Figure 4, we can see that with the DDA optimization,
all methods have a consistent performance and generalizability
boost. Specifically, the VAC [28] and TLP [25] gain remarkable
performance improvement and generalizability enhancement. In
particular, both TLP and SRN achieve remarkable recognition re-
sults (18.6% and 18.8% WERs) on the phoenix-2014 test set. These
experiments validate the superior generalizability of the DDA as a
plug-and-play optimization.
Method efficiency comparison. Similar to [44], we employ the
THOP [27] tool to evaluate the parameters and GFLOPs of CSLR
methods in the inference process and adopt the Throughout (videos/s).
We adopt the 140 frames as the default. As shown in Table 8, our
DDA achieves a balance between recognition performance and
inference speed.

Table 8: Efficiency comparison between our DDA and other
SOTACSLRmethods on the PHOENIX-2014. All experiments
are measured on a A100 GPU with batch size 1.

Methods Param GFLOPs Throughout Dev (%) ↓ Test (%) ↓

VAC 34.3 567 17.0 21.2 22.3
TLP 59.5 573 17.0 19.7 20.2
SEN 34.5 578 15.5 19.5 21.0

C2𝑆𝑇𝑆𝑊 +𝑊𝐸 78.2 1368 4.4 17.6 18.3
DDA (Ours) 70.1 1655 10.5 16.9 17.3

Evaluation on the generalization capability of DDA.We em-
ploy the compression of information stored in weights (IIW) [39]
to quantitatively measure the generalization capability of DDA. Ac-
cording to the information bottleneck theory, the IIW value of the
robust model should conform to a trend of rapid increase followed
by a slow decrease. Our DDA is more consistent with this trend
than the baseline.



MM’24, October 28 - November 1, 2024, Melbourne, Australia. author name and author name, et al.

Glosses KOMMENDRUCK SKANDINAVIEN KOMMEN DRUM KOMMEN

Video

TLP DRUCK KOMMEN ****** REGION KOMMEN

SEN DRUCK KOMMEN ************ REGION DRUM KOMMEN****
CorrNet DRUCK KOMMEN REGION NEU LUFT KOMMEN

DDA
(Ours) DRUCK

REGION HOCH

KOMMEN KOMMEN DRUM KOMMEN
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FREUNDLICH
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Figure 3: Visualizing the recognition results and the Grad-CAMs [36] results of TLP [25], SEN [18], CorrNet [17] and the
proposed DDA on a PHOENIX-2014 test video. Glosses with red symbols denote the wrongly predicted gloss. The shades of
color of the regions (blue, yellow, red, dark red) represent the weak to strong attention of the model to the sign spatial regions.
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Figure 4: Evaluation for the generalization and recognition
accuracy of DDA over other SOTA CSLR methods on the
PHOENIX-2014 test set.
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Figure 5: Evaluation on the generalization capability of DDA.
IIW [39] (the compression of information stored in weights).
The low IIW values denote the high generalization capability.

To further qualitatively evaluate the capability of our DDA to
capture sign language movements. In Figure 3, we visualize the
recognition results and the Class Activation Mapping (CAM) [36] of

TLP [25], SEN [18], CorrNet [17], and our DDA for an example video
on the test set of PHOENIX-2014. For the gloss recognition, the verb
gloss “KOMMEN” appears three times within the sentence, each
time conveying different meanings corresponding to “came”, “come
from”, and “will come”. Therefore, the interpretation of “kommen”
within a sentence varies, necessitating a refined global temporal
context informed by the gloss global context for full understanding.
Our DDA can recognize all “kommen”, but TLP, SEN, and CorrNet
fail to comprehend the second occurrence because they neglect to
learn this refined global temporal context. For the Class Activation
Mapping, we can observe that our DDA is more sensitive to sign
movements and can accurately capture the sign movements of sign
happened areas than other methods, which shows its powerful
recognition ability.

5 CONCLUSION
This study investigated the effect of global temporal context align-
ment on continuous sign language recognition (CSLR). We propose
a novel Denoising-Diffusion global Alignment (DDA), which con-
sists of a denoising-diffusion autoencoder and DDA loss function,
to maintain the diffusion alignment presentations gained by the
denoising-driven process. The denoising-diffusion autoencoder is a
self-supervised paradigm that performs the global temporal context
alignment by denoising the partial noised bimodal representations.
The DDA loss promotes the denoising process and facilitates the
aligned knowledge transfer for the video representations. The ex-
cellent recognition performance on three publicly available CSLR
benchmarks not only confirms the effectiveness of DDA but also
corroborates the strong potential of the denoising-diffusion model
for visual representation learning.
Limitations. Compared with the baseline method, about 8 minutes
per epoch training time overhead will be incurred for DDA, which
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faces excessive computational overhead. We may still need long-
term research to achieve the denoising-diffusion model to work
robustly in visual feature extraction and replace the alignment
process in CSLR.
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