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Weak and Strong Solutions to Nonlinear SPDEs with Unbounded

Noise
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May 3, 2024

Abstract

We introduce an extended variational framework for nonlinear SPDEs with unbounded noise,
defining three different solution types of increasing strength along with criteria to establish
their existence. The three notions can be understood as probabilistically and analytically weak,
probabilistically strong and analytically weak, as well as probabilistically and analytically strong.
Our framework facilitates several well-posedness results for the Navier-Stokes Equation with
transport noise, equipped with the no-slip and Navier boundary conditions.
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Introduction

The theoretical analysis of stochastic partial differential equations, abbreviated to SPDEs, has been
recently established as one of mathematics’ most exciting prospects. Attention has long been given
to these equations due to their rich applications in areas such as turbulence, population dynamics,
finance and neuroscience, of which more can be understood from the monographs [39, 40, 49] and
references therein. The area’s newfound spike in popularity can be attributed to developments
across both analytical techniques and modelling. Indeed, Martin Hairer’s Fields Medal winning
work on regularity structures, [27], gave rigorous meaning to a drastically extended class of SPDEs
which are ill-defined in standard function spaces due to spatial irregularities. At a similar time,
Gubinelli, Imkeller and Perkowski developed a theory of paracontrolled distributions, [25], which
again provided a toolkit for the seemingly intractable theory of distribution-valued SPDEs. These
techniques are of a very different flavour to the more classical variational approach pioneered by
Étienne Pardoux, [48], whereby the equation is formatted in a Gelfand Triple for a noise valued in
the Hilbert Space.

From the modelling perspective, it is in applications to fluid dynamics and turbulence where
the literature has been thriving. The choice of noise to best encapsulate physical properties of
fluid equations is in constant study, now yielding a strong argument for transport type stochastic
perturbations (where the stochastic integral depends on the gradient of the solution). The paper
of Brzeźniak, Capinski and Flandoli [4] in 1992 was one of the first to bring attention to the
significance of these equations with transport noise, whilst such ideas have recently been cemented
through the specific stochastic transport schemes of [29] and [43]. In these papers Holm and
Mémin establish a new class of stochastic equations driven by transport type noise which serve
as fluid dynamics models by adding uncertainty in the transport of fluid parcels to reflect the
unresolved scales. The physical significance of such equations in modelling, numerical analysis and
data assimilation continues to be well documented, see [1, 5, 7, 8, 9, 10, 11, 14, 15, 17, 30, 31, 34, 35,
54] and in particular [16] for a comprehensive account of the topic. Towards their analysis, however,
these equations find themselves in a structural limbo. The first-order noise operator introduces a
singularity into the Hilbert Space of the variational framework, so such equations do not fit into this
classical theory. The noise is, however, still well-defined in traditional function spaces, suggesting
that the heavy machinery and distribution-tailored approaches of Hairer, Gubinelli et al. are not
particularly appropriate. Our approach is to extend techniques of the variational framework in
order to treat nonlinear SPDEs with potentially unbounded noise in their optimal spaces. More
precisely, our object of study is the equation

Ψt = Ψ0 +

∫ t

0
A(s,Ψs)ds+

∫ t

0
G(s,Ψs)dWs (1)

framed for a triplet of embedded Hilbert Spaces

V −֒→ H −֒→ U,

where W is a Cylindrical Brownian Motion over some auxiliary Hilbert Space U, and G (over U) is
unbounded on H but maps H into U . The complete setup is given in Subsections 1.2 and 1.3. We
consider three different notions of solution, increasing in strength and hence in the assumptions
imposed. In brief, these are:

• Martingale Weak Solutions: these solutions are probabilistically weak, as well as an-
alytically weak in the sense that the identity (1) is not satisfied in U but rather in the
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dual space H∗ of H, with U embedded into H∗. Solutions belong, pathwise, to the space
L∞ ([0, T ];U) ∩ L2 ([0, T ];H). Martingale weak solutions are defined in Definition 2.5. Their
existence is the content of Theorem 2.7.

• Weak Solutions: these solutions are probabilistically strong, whilst analytically weak in the
above sense. Solutions again belong, pathwise, to the space L∞ ([0, T ];U) ∩ L2 ([0, T ];H).
Weak solutions are defined in Definition 3.3. Their existence and uniqueness is the content
of Theorem 3.5.

• Strong Solutions: these solutions are probabilistically strong, as well as analytically strong
in the sense that the identity (1) is satisfied in U . Solutions belong, pathwise, to the space
L∞ ([0, T ];H) ∩ L2 ([0, T ];V ). Strong solutions are defined in Definition 4.3. Their existence
and uniqueness is the content of Theorem 4.5.

The variational approach to nonlinear SPDEs with additive and multiplicative noise has long
been studied, initially in the works [26, 33, 48] and more recently [13, 36, 37, 38, 46] to name just a
few. For an unbounded noise operator, necessary in applications to transport noise models, much
less has been developed. Let us first mention the paper of Röckner, Shang and Zhang, [53], where
the norm of G(s, f) in U can depend on the H norm of f but only up to a small constant relative
to the coercivity of A(s, ·). Such an assumption is relieved in our case, in practical applications by
obtaining precise cancellation through the Itô-Stratonovich corrector of a Stratonovich transport
noise. In this case, the Itô-Stratonovich corrector appears in the drift A. Tang and Wang, [55],
consider solutions for a doublet of embedded Hilbert Spaces, H −֒→ U , with pathwise continuity in
H and satisfying the evolution equation in U . Contrasting the more traditional triplet of spaces,
their result is built for inviscid fluid equations in which the additional L2 ([0, T ], V ) regularity is
not expected. Whilst viscous fluid equations may well be solvable in this framework, above optimal
regularity on the initial condition would be necessary and the additional expected L2 ([0, T ], V )
property would not be immediately recovered. Therefore, our framework serves a distinct purpose
and we see these results as complementary. The final result of which we are aware is the author’s
previous paper with Crisan and Lang, [24], in which a local existence result is obtained with a
blow-up criterion in the energy norm of existence. Forthwith, this suggests a different role for the
current paper in applications. We illustrate how one can use these criteria to obtain solutions to
stochastic Navier-Stokes equations, in D dimensions with initial condition u0; a more complete
description comes in Section 5:

• 2D, u0 ∈ L2: existence and uniqueness of probabilistically strong, analytically weak solutions
is expected; one can apply Theorem 3.5, see Theorems 5.2, 5.3.

• 2D, u0 ∈W 1,2: existence and uniqueness of probabilistically strong, analytically strong solu-
tions is expected; one can apply Theorem 4.5, see Theorem 5.4.

• 3D, u0 ∈ L2: existence of probabilistically weak, analytically weak solutions is expected; one
can apply Theorem 2.7, see Theorem 5.1. We appreciate, however, that the emergence of
convex integration techniques in SPDEs suggests that probabilistically strong, analytically
weak solutions could be obtainable, even in the absence of uniqueness; see [28], for example.

• 3D, u0 ∈ W 1,2: existence of probabilistically strong, analytically strong local solutions is
expected; one can apply the results of [24], for which complete details of the application are
given in [22].
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We now explain the plan of the paper along with the overarching methods and contributions at
each stage:

• Section 1 is devoted to the setup of the problem in terms of notation, along with the basic
stochastic and functional framework.

• Section 2 treats martingale weak solutions. The necessary assumptions on the functions A, G
are stated as Assumption Set 1 in Subsection 2.1. The definition of a solution and statement
of the existence is given in Subsection 2.2, with the remaining subsections dedicated to its
proof. Our approach is to consider a finite-dimensional approximating sequence of solutions,
known as a Galerkin System, which is shown to exhibit a limiting solution through tightness
and relative compactness arguments. The Galerkin System is constructed in Subsection 2.3,
where uniform moment estimates in the energy norm of solutions are also obtained. The
tightness is verified in Subsection 2.4, whilst passage to the limit occurs in Subsection 2.5.

• Section 3 concerns weak solutions. Assumption Set 1 is expanded upon in order to obtain
uniqueness, giving rise to Assumption Set 2 of Subsection 3.1. The definition of a solution
and statement of the existence and uniqueness is given in Subsection 3.2. The proof is given
in Subsection 3.3, where uniqueness facilitates passage from martingale weak solutions to
weak solutions through a classical Yamada-Watanabe result. We draw attention to the fact
that martingale weak solutions are only shown to exist for an initial condition belonging to
L∞ (Ω;U); weak solutions are initially shown to exist only for such an initial condition as
well, though this is then relieved to the unbounded case. The method involves chopping up
the unbounded initial condition onto intervals on which it is bounded, obtaining the relevant
solutions, and then piecing these solutions together to obtain one for the original unbounded
initial condition. We are unable to execute this approach for probabilistically weak solutions,
as for each interval on which the initial condition is bounded one may obtain a solution on a
distinct probability space.

• Section 4 addresses strong solutions. Our assumptions are again expanded with Assumption
Set 3 in Subsection 4.1. The result boils down to showing that the weak solution has the
additional regularity of a strong solution. The first step towards this end is taken in Subsection
4.3 where uniform estimates at the level of the Galerkin System are shown, for the energy norm
of strong solutions, up until first hitting times of the processes in the energy norm of weak
solutions. Relative compactness arguments ensure that our weak solution gains this regularity
up until any stopping time which is less than at least a subsequence of the aforementioned
first hitting times. Two questions now present themselves in looking to quantify these times:

1. Can such a lesser stopping time be chosen to be P− a.s. positive?

2. If we increase the threshold for the first hitting times, can this lesser stopping time be
taken to infinity?

The first question was answered by Glatt-Holtz and Ziane in [19], Lemma 5.1. The abstract
lemma asserts that, under assumptions of a Cauchy property of the Galerkin System up until
their first hitting times and some weak equicontinuity at the initial time, then a limiting
process and P − a.s. positive stopping time smaller than a subsequence of the first hitting
times exist (which are then argued to be a local strong solution, as a limit of the Galerkin
Approximation). No characterisation of this limiting stopping time is given though, hence
completely separate arguments are required to pass to a maximal solution and further still
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to show that the maximal solution is global. Complete, and heavy, arguments to give rise
to a maximal strong solution, and further to characterise the maximal time by the blow-up
in the energy norm of strong solutions, are given in [24] Subsection 3.6. Further still, global
solutions would then be deduced by directly controlling the energy of the solution, which
requires analysis in a space in which the evolution equation may not hold; this is certainly
true of the example which we consider in Subsection 5.1.

We clarify the second question with an extension of [19] Lemma 5.1, Proposition 6.1. This
proposition greatly simplifies the quoted procedure for maximality and blow-up, and enables
global solutions to be deduced through an estimate of the energy norm of weak solutions,
requiring analysis in a space in which the evolution equation certainly does hold. The ex-
tension is such that if instead one imposes that the processes satisfy a weak equicontinuity
assumption at all times then the limiting stopping time can be taken as a first hitting time
of the limiting process for an arbitrarily large hitting parameter. Application of this result
immediately yields that solutions exist up until blow-up, pertinently as blow-up in the energy
norm of weak solutions in our application; we emphasise again the advantage that this has,
as the previous approaches discussed would only produce a characterisation of the maximal
time in the energy norm of the strong solution. Our result demands a higher level estimate
only for the Galerkin System, which is clearer as the evolution equation is satisfied in all rel-
evant spaces. We state the result abstractly and in the appendix given its significance in the
broader theory of SPDEs. Towards the application of Proposition 6.1, the Cauchy property
is validated in Subsection 4.4 with the equicontinuity following in Subsection 4.5. This is
all tied together in Subsection 4.6, before a discussion around the potential continuity of the
process in Subsection 4.7.

• Section 5 sketches the applications of the main results of the paper to the 2D and 3D Navier-
Stokes Equations with Stochastic Lie Transport, under both the no-slip and Navier boundary
conditions. The equation is properly introduced there, with further details in [22].

• Section 6 concludes the paper, firstly in Subsection 6.1 with the statement and proof of
the aforementioned Cauchy result (Proposition 6.1), followed by Subesection 6.2 with the
statements of useful results from the literature. These include the existence and uniqueness
in finite-dimensions (Proposition 6.3), the energy identity (Proposition 6.4), a Stochastic
Grönwall Lemma (Lemma 6.5) and tightness criteria (Lemmas 6.6, 6.7).

1 Preliminaries

1.1 Elementary Notation

In the following O ⊂ R
N will be a smooth bounded domain equipped with Euclidean norm and

Lebesgue measure λ. We consider Banach Spaces as measure spaces equipped with their corre-
sponding Borel σ-algebra. Let (X , µ) denote a general topological measure space, (Y, ‖·‖Y) and
(Z, ‖·‖Z) be separable Banach Spaces, and (U , 〈·, ·〉U ), (H, 〈·, ·〉H) be general separable Hilbert
spaces. We introduce the following spaces of functions.

• Lp(X ;Y) is the class of measurable p−integrable functions from X into Y, 1 ≤ p <∞, which
is a Banach space with norm

‖φ‖pLp(X ;Y) :=

∫

X
‖φ(x)‖pY µ(dx).

4



In particular L2(X ;Y) is a Hilbert Space when Y itself is Hilbert, with the standard inner
product

〈φ,ψ〉L2(X ;Y) =

∫

X
〈φ(x), ψ(x)〉Y µ(dx).

In the case X = O and Y = R
N note that

‖φ‖2L2(O;RN ) =

N
∑

l=1

∥

∥

∥φl
∥

∥

∥

2

L2(O;R)
, φ =

(

φ1, . . . , φ2
)

, φl : O → R.

We denote ‖·‖Lp(O;RN ) by ‖·‖Lp and ‖·‖L2(O;RN ) by ‖·‖.

• L∞(X ;Y) is the class of measurable functions from X into Y which are essentially bounded.
L∞(X ;Y) is a Banach Space when equipped with the norm

‖φ‖L∞(X ;Y) := inf{C ≥ 0 : ‖φ(x)‖Y ≤ C for µ-a.e. x ∈ X}.

• C(X ;Y) is the space of continuous functions from X into Y.

• Cw(X ;Y) is the space of ‘weakly continuous’ functions from X into Y, by which we mean
continuous with respect to the given topology on X and the weak topology on Y.

• Cm(O;R) is the space of m ∈ N times continuously differentiable functions from O to R, that
is φ ∈ Cm(O;R) if and only if for every 2 dimensional multi index α = α1, α2 with |α| ≤ m,
Dαφ ∈ C(O;R) where Dα is the corresponding classical derivative operator ∂α1

x1
∂α2
x2
.

• C∞(O;R) is the intersection over all m ∈ N of the spaces Cm(O;R).

• Cm
0 (O;R) for m ∈ N or m = ∞ is the subspace of Cm(O;R) of functions which have compact

support.

• Cm(O;RN ), Cm
0 (O;RN ) for m ∈ N or m = ∞ is the space of functions from O to R

N whose
component mappings each belong to Cm(O;R), Cm

0 (O;R).

• Wm,p(O;R) for 1 ≤ p < ∞ is the sub-class of Lp(O,R) which has all weak derivatives up to
order m ∈ N also of class Lp(O,R). This is a Banach space with norm

‖φ‖pWm,p(O,R) :=
∑

|α|≤m

‖Dαφ‖pLp(O;R) ,

where Dα is the corresponding weak derivative operator. In the case p = 2 the space
Wm,2(O,R) is Hilbert with inner product

〈φ,ψ〉Wm,2(O;R) :=
∑

|α|≤m

〈Dαφ,Dαψ〉L2(O;R) .

• Wm,∞(O;R) for m ∈ N is the sub-class of L∞(O,R) which has all weak derivatives up to
order m ∈ N also of class L∞(O,R). This is a Banach space with norm

‖φ‖Wm,∞(O,R) := sup
|α|≤m

‖Dαφ‖L∞(O;RN ) .

5



• Wm,∞(O;RN ) is the sub-class of L∞(O,RN ) which has all weak derivatives up to orderm ∈ N

also of class L∞(O,RN ). This is a Banach space with norm

‖φ‖Wm,∞ := sup
l≤N

∥

∥

∥φl
∥

∥

∥

Wm,∞(O;R)
.

• W
m,p
0 (O;R),Wm,p

0 (O;RN ) for m ∈ N and 1 ≤ p ≤ ∞ is the closure of C∞
0 (O;R), C∞

0 (O;RN )
in Wm,p(O;R),Wm,p(O;RN ).

• L (Y;Z) is the space of bounded linear operators from Y to Z. This is a Banach Space when
equipped with the norm

‖F‖
L (Y ;Z) = sup

‖y‖
Y
=1

‖Fy‖Z

and is simply the dual space Y∗ when Z = R, with operator norm ‖·‖Y∗ .

• L 2(U ;H) is the space of Hilbert-Schmidt operators from U to H, defined as the elements
F ∈ L (U ;H) such that for some basis (ei) of U ,

∞
∑

i=1

‖Fei‖2H <∞.

This is a Hilbert space with inner product

〈F,G〉
L 2(U ;H) =

∞
∑

i=1

〈Fei, Gei〉H

which is independent of the choice of basis (see e.g. [6]).

• For any T > 0, ST is the subspace of C ([0, T ]; [0, T ]) of strictly increasing functions.

• For any T > 0, D ([0, T ];Y) is the space of cádlág functions from [0, T ] into Y. It is a complete
separable metric space when equipped with the metric

d(φ,ψ) := inf
η∈ST

[

sup
t∈[0,T ]

|η(t) − t| ∨ sup
t∈[0,T ]

‖φ(t)− ψ(η(t))‖Y

]

which induces the so called Skorohod Topology (see [3] pp124 for details).

1.2 Stochastic Framework

Let (Ω,F , (Ft),P) be a fixed filtered probability space satisfying the usual conditions of complete-
ness and right continuity. We take W to be a cylindrical Brownian motion over some Hilbert
Space U with orthonormal basis (ei). Recall (e.g. [40], Definition 3.2.36) that W admits the rep-
resentation Wt =

∑∞
i=1 eiW

i
t as a limit in L2(Ω;U′) whereby the (W i) are a collection of i.i.d.

standard real valued Brownian Motions and U
′ is an enlargement of the Hilbert Space U such that

the embedding J : U → U
′ is Hilbert-Schmidt and W is a JJ∗−Cylindrical Brownian Motion

over U
′. Given a process F : [0, T ] × Ω → L 2(U;H ) progressively measurable and such that

F ∈ L2
(

Ω× [0, T ];L 2(U;H )
)

, for any 0 ≤ t ≤ T we define the stochastic integral

∫ t

0
FsdWs :=

∞
∑

i=1

∫ t

0
Fs(ei)dW

i
s ,
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where the infinite sum is taken in L2(Ω;H ). We can extend this notion to processes F which are
such that F (ω) ∈ L2

(

[0, T ];L 2(U;H )
)

for P − a.e. ω via the traditional localisation procedure.
In this case the stochastic integral is a local martingale in H . 1 We shall make frequent use of
the Burkholder-Davis-Gundy Inequality ([12] Theorem 4.36), passage of a bounded linear operator
through the stochastic integral ([51] Lemma 2.4.1) and the Itô Formula (Proposition 6.4).

1.3 Functional Framework

Recall that our object of study is the Itô SPDE (1),

Ψt = Ψ0 +

∫ t

0
A(s,Ψs)ds+

∫ t

0
G(s,Ψs)dWs

which we pose for a triplet of embedded Hilbert Spaces

V →֒ H →֒ U

whereby the embeddings are continuous linear injections, and H −֒→ U is compact. The equation
(1) is posed on a time interval [0, T ] for arbitrary but henceforth fixed T ≥ 0. The mappings A,G
are such that A : [0, T ]×V → U,G : [0, T ]×H → L 2(U;U) are measurable. Understanding G as a
mapping G : [0, T ]×H ×U → U , we introduce the notation Gi(·, ·) := G(·, ·, ei). We further impose
the existence of a system of elements (ak) of V which form an orthogonal basis of U and a basis of
H. Let us define the spaces Vn := span {a1, . . . , an} and Pn as the orthogonal projection to Vn in
U , that is

Pn : f 7→
n
∑

k=1

〈f, ak〉U ak.

It is required that the (Pn) are uniformly bounded in H, which is to say that there exists a constant
c independent of n such that for all f ∈ H,

‖Pnf‖H ≤ c ‖f‖H . (2)

Moreover, our setup can be expanded by considering the induced Gelfand Triple

H −֒→ U −֒→ H∗

defined relative to the inclusion mapping i : H → U ; indeed, the embedding of U into H∗ is given
by the composition of the isomorphism mapping U into U∗ with the adjoint i∗ : U∗ → H∗. In
particular, the duality pairing between H and H∗, 〈·, ·〉H∗×H , is compatible with 〈·, ·〉U in the sense
that for for any f ∈ U , g ∈ H,

〈f, g〉H∗×H = 〈f, g〉U .
We assume that A : [0, T ]×H → H∗ is measurable. Specific bounds on the mappings A and G will
be imposed in Assumption Sets 1, 2 and 3. In order to make the assumptions we introduce some
more notation here: we shall let c· : [0, T ] → R denote any bounded function, and for any constant
p ∈ R we define the functions KU : U → R, KH : H → R, KV : V → R by

KU (φ) = 1 + ‖φ‖pU , KH(φ) = 1 + ‖φ‖pH , KV (φ) = 1 + ‖φ‖pV .
We may also consider these mappings as functions of two variables, e.g. KU : U × U → R by

KU (φ,ψ) = 1 + ‖φ‖pU + ‖ψ‖pU .
Our assumptions will be stated for ‘the existence of a K such that...’ where we really mean ‘the
existence of a p such that, for the corresponding K, ...’.

1A complete, direct construction of this integral, a treatment of its properties and the fundamentals of stochastic
calculus in infinite dimensions can be found in [20] Section 1.
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2 Martingale Weak Solutions

We first introduce the necessary assumptions for the main result of this section.

2.1 Assumption Set 1

Recall the setup and notation of Subsection 1.3. We assume that there exists a c·, K and γ > 0
such that for all φ,ψ ∈ V , f ∈ H and t ∈ [0, T ]:

Assumption 2.1.

‖A(t, f)‖H∗ +

∞
∑

i=1

‖Gi(t, f)‖2U ≤ ctKU (f)
[

1 + ‖f‖2H
]

, (3)

‖A(t, φ)−A(t, ψ)‖2U ≤ ctKV ‖φ− ψ‖2V , (4)
∞
∑

i=1

‖Gi(t, φ) − Gi(t, ψ)‖2U ≤ ctKV (φ,ψ) ‖φ− ψ‖2H . (5)

Assumption 2.2.

2 〈A(t, φ), φ〉U +
∞
∑

i=1

‖Gi(t, φ)‖2U ≤ ct

[

1 + ‖φ‖2U
]

− γ ‖φ‖2H , (6)

∞
∑

i=1

〈Gi(t, φ), φ〉2U ≤ ct

[

1 + ‖φ‖4U
]

. (7)

Assumption 2.3. 2

〈A(t, φ), f〉U ≤ ct

[

KU (φ) + ‖φ‖
3

2

H

] [

KU (f) + ‖f‖
3

2

H

]

, (8)

∞
∑

i=1

〈Gi(t, φ), f〉2U ≤ ctKU (φ)KH(f). (9)

We remark that by taking negative f , the above is true for the absolute value of the left hand
side as well. The same holds with ψ below.

Assumption 2.4.

〈A(t, φ)−A(t, f), ψ〉H∗×H ≤ ctKV (ψ) [1 + ‖φ‖H + ‖f‖H ] ‖φ− f‖U , (10)
∞
∑

i=1

〈Gi(t, φ) − Gi(t, f), ψ〉2U ≤ ctKV (ψ) ‖φ− f‖2U . (11)

We briefly comment on the purpose of each assumption:

• Assumption 2.1 ensures that the integrals in the definition of a martingale weak solution
(Definition 2.5) are well-defined. Additionally, it ensures that the Galerkin System is well-
posed (Definition 2.9).

• Assumption 2.2 is used to show uniform estimates for the Galerkin System (Proposition 2.12).

2In fact in (8), the exponent 3/2 could be replaced by any q < 2.
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• Assumption 2.3 is employed to demonstrate tightness of the Galerkin System (Propositions
2.13, 2.14).

• Assumption 2.4 facilitates passage to the limit for a martingale weak solution (Proposition
2.18).

2.2 Definitions and Main Result

We now state the definition and main result for martingale weak solutions.

Definition 2.5. Let Ψ0 : Ω → U be F0−measurable. If there exists a filtered probability space
(

Ω̃, F̃ , (F̃t), P̃
)

, a Cylindrical Brownian Motion W̃ over U with respect to
(

Ω̃, F̃ , (F̃t), P̃
)

, an

F0−measurable Ψ̃0 : Ω̃ → U with the same law as Ψ0, and a progressively measurable process Ψ̃ in
H such that for P̃− a.e. ω̃, Ψ̃·(ω) ∈ L∞ ([0, T ];U) ∩Cw ([0, T ];U) ∩ L2 ([0, T ];H) and

Ψ̃t = Ψ̃0 +

∫ t

0
A(s, Ψ̃s)ds+

∫ t

0
G(s, Ψ̃s)dWs (12)

holds P̃−a.s. in H∗ for all t ∈ [0, T ], then Ψ̃ is said to be a martingale weak solution of the equation
(1).3

Remark 2.6. The progressive measurability condition on Ψ̃· may look a little suspect as Ψ0 itself
may only belong to U and not H making it impossible for Ψ̃· to be even adapted in H. We are
mildly abusing notation here; what we really ask is that there exists a process Φ which is progressively
measurable in H and such that Φ· = Ψ̃· almost surely over the product space Ω× [0, T ] with product
measure P×λ. In particular, the processes Φ and Ψ̃ may disagree at time zero. Moreover, we note
that whether or not the set of full probability appearing in the P − a.s. condition depends on t is
not of concern; if it did, we could intersect all such sets at rational times and fill in the irrational
times with the continuity in H∗, leading to a set of full probability independent of t.

Theorem 2.7. Let Assumption Set 1 hold. For any given F0−measurable Ψ0 ∈ L∞ (Ω;U), there
exists a martingale weak solution of the equation (1).

The remainder of this section is dedicated to the proof of Theorem 2.7.

2.3 The Galerkin System

We assume that
Ψ0 ∈ L∞(Ω;U). (13)

as in Theorem 2.7, and consider the Galerkin Equations

Ψn
t = Ψn

0 +

∫ t

0
PnA(s,Ψn

s )ds +

∫ t

0
PnG(s,Ψn

s )dWs (14)

for the initial condition Ψn
0 := PnΨ0 and PnG(ei, ·) := PnGi(·). Note that ‖Ψn

0‖U ≤ ‖Ψ0‖U as each
Pn is an orthogonal projection in U , so in particular

sup
n∈N

‖Ψn
0‖2L∞(Ω,U) <∞. (15)

3A detailed justification that the terms in this definition are well defined is given in [20] Subsections 2.2 and 2.4,
referring to (3).
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Remark 2.8. We may consider the finite dimensional Vn as a Hilbert Space equipped with any of
the equivalent V,H,U inner products.

Definition 2.9. A pair (Ψn, τ) where τ is a P− a.s. positive stopping time and Ψn is an adapted
process in Vn such that for P − a.e. ω, Ψn

· (ω) ∈ C ([0, T ];Vn) for all T > 0, is said to be a local
strong solution of the equation (14) if the identity

Ψn
t = Ψn

0 +

∫ t∧τ

0
PnA(s,Ψn

s )ds +

∫ t∧τ

0
PnG(s,Ψn

s )dWs (16)

holds P− a.s. in Vn for all t ∈ [0, T ].

We note that composition with Pn does not disturb the measurability or boundedness of the
mappings. As Pn is continuous in U then it is measurable, so PnA : [0, T ]× V → U is measurable
and similarly for PnG. Moreover Pn is bounded with respect to the H∗ norm; for φ ∈ U ,

‖Pnφ‖H∗ =

∥

∥

∥

∥

∥

n
∑

k=1

〈φ, ak〉U ak

∥

∥

∥

∥

∥

H∗

=

∥

∥

∥

∥

∥

n
∑

k=1

〈φ, ak〉H∗×H ak

∥

∥

∥

∥

∥

H∗

≤
(

n
∑

k=1

‖ak‖H ‖ak‖H∗

)

‖φ‖H∗ .

Therefore the terms in Definition 2.9 make sense, where we again refer to [20] Subsections 2.2 and
2.4. In looking to deduce the existence of such a solution, we first consider a truncated version of
the equation. For any fixed R > 0, we introduce the function fR : [0,∞) → [0, 1] constructed such
that

fR ∈ C∞ ([0,∞); [0, 1]) , fR(x) = 1 ∀x ∈ [0, R], fR(x) = 0 ∀x ∈ [2R,∞).

We consider now the equation

Ψ
n,R
t = Ψ

n,R
0 +

∫ t

0
fR

(

∥

∥Ψn,R
s

∥

∥

2

H

)

PnA(s,Ψn,R
s )ds+

∫ t

0
fR

(

∥

∥Ψn,R
s

∥

∥

2

H

)

PnG(s,Ψn,R
s )dWs (17)

for Ψ
n,R
0 := Ψn

0 which we use as an intermediary step to deduce the existence of solutions as in
Definition 2.9. Solutions of the truncated equation are defined in the sense of Proposition 6.3, and
due to Assumption 2.1 we can apply this proposition in the case of H := Vn, A := PnA, G := PnG
to deduce the existence of solutions to (17) for all n ∈ N, R > 0.

The motivation for considering (17) is to prove the existence of local strong solutions to (14) by
considering local intervals of existence on which the truncation threshold isn’t reached. More than
this, for any first hitting time in the fundamental L∞([0, T ];U)∩L2([0, T ];H) norm, we show that
a large enough truncation can be chosen so that solutions to (14) exist up until the first hitting
time.

Lemma 2.10. For any t > 0, M > 1 and fixed n ∈ N , there exists an R > 0 such that the following
holds; letting Ψn,R be the solution of (17) and

τ
M,t
n,R (ω) := t ∧ inf

{

s ≥ 0 : sup
r∈[0,s]

∥

∥Ψn,R
r (ω)

∥

∥

2

U
+

∫ s

0

∥

∥Ψn,R
r (ω)

∥

∥

2

H
dr ≥M + ‖Ψn

0 (ω)‖2U

}

then (Ψn,R

·∧τM,t
n,R

, τ
M,t
n,R ) is a local strong solution of (14).

Proof. See [24] Lemma 3.18.
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Of course the application of Proposition 6.3 gave us the uniqueness of such solutions as well,
which does not exactly pass over to uniqueness of the local strong solutions of (14) as in Lemma
2.10, however this uniqueness can be proven just as Proposition 6.3 was ([20] Theorem 3.1.2). From
here, one can deduce the existence of a unique maximal strong solution (Ψn,Θn) of the equation
(14) as in [24] Theorems 3.32 and 3.34 (see Definition 3.12). Introducing the stopping times

τM,t
n (ω) := t ∧ inf

{

s ≥ 0 : sup
r∈[0,s]

‖Ψn
r (ω)‖2U +

∫ s

0
‖Ψn

r (ω)‖2H dr ≥M + ‖Ψn
0 (ω)‖2U

}

(18)

then we claim that (Ψn
·∧τM,t

n
, τ

M,t
n ) is a local strong solution of (14). By construction of the maximal

solution ([24] Theorem 3.32) then Ψn
·∧τM,t

n
and Ψ

n,R

·∧τM,t
n,R

are indistinguishable for R chosen as in

Lemma 2.10, which implies that τM,t
n = τ

M,t
n,R as well.

Remark 2.11. The stopping time τM,t
n defined in (18) is the first hitting time with respect to a norm

which is central to the arguments of the paper. As such for a function Φ ∈ C([0, t];U)∩L2([0, t];H)
we define the norm

‖Φ‖2UH,t := sup
r∈[0,t]

‖Φr‖2U +

∫ t

0
‖Φr‖2H dr (19)

making explicit the dependence on the time t.

From [24] Lemma 3.36 we also have the relation

P

(

{ω ∈ Ω : τM,t
n (ω) < Θn(ω)}

)

= 1 (20)

for any M > 1 and t > 0. We wish to remove the need for localisation in the strong solution of
(14), by showing that our maximal time must be greater than T . That is, we want to show that

P ({ω ∈ Ω : Θn(ω) ≤ T}) = 0. (21)

Moreover,

P ({ω ∈ Ω : Θn(ω) ≤ T}) ≤ P

({

ω ∈ Ω : sup
M∈N

τM,T+1
n (ω) ≤ T

})

= P

(

⋂

M∈N

{

ω ∈ Ω : τM,T+1
n (ω) ≤ T

}

)

= lim
M→∞

P

({

ω ∈ Ω : τM,T+1
n (ω) ≤ T

})

from (20) and the fact that τM,T+1
n is increasing in M . From the characterisation of τM,T+1

n note
that

{

ω ∈ Ω : τM,T+1
n (ω) ≤ T

}

=
{

ω ∈ Ω : ‖Ψn(ω)‖2
UH,T∧τM,T+1

n (ω)
≥M + ‖Ψn

0 (ω)‖2U
}

so a simple application of Chebyshev’s Inequality informs us that

P

({

ω ∈ Ω : τM,T+1
n (ω) ≤ T

})

≤ 1

M
E

[

‖Ψn‖2
UH,T∧τM,T+1

n
− ‖Ψn

0‖2U
]

. (22)
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Therefore, to show (21) we want a control on this expectation independent of M . Let us introduce
the notation

Ψn,M
· := Ψn

·∧τM,T+1
n

, Ψ̌n
· := Ψn

· 1·≤τM,T+1
n

(23)

where we note dependence on M is implicit in Ψ̌n, and by construction

‖Ψn‖2
UH,T∧τM,T+1

n
=
∥

∥Ψ̌n
∥

∥

2

UH,T
. (24)

Proposition 2.12. Let (Ψn,Θn) be the maximal strong solution of equation (14). There exists a
constant C independent of M,n such that

E

(

‖Ψn‖2
UH,T∧τM,T+1

n

)

≤ C
[

E

(

‖Ψn
0‖2U

)

+ 1
]

. (25)

Proof. By equipping Vn with the U inner product we can apply an Itô Formula, Proposition 6.4,
to see that for any 0 ≤ r ≤ T , the identity

∥

∥Ψn,M
r

∥

∥

2

U
= ‖Ψn

0‖2U + 2

∫ r∧τM,t
n

0
〈PnA(s,Ψn

s ),Ψ
n
s 〉U ds

+

∫ r∧τM,t
n

0

∞
∑

i=1

‖PnGi(s,Ψ
n
s )‖2U ds+ 2

∞
∑

i=1

∫ r∧τM,t
n

0
〈PnGi(s,Ψ

n
s ),Ψ

n
s 〉U dW i

s

holds P− a.s.. Recalling (23) we write this as

∥

∥Ψn,M
r

∥

∥

2

U
= ‖Ψn

0‖2U + 2

∫ r

0
〈PnA(s,Ψn

s ),Ψ
n
s 〉U 1s≤τM,T+1

n
ds+

∫ r

0

∞
∑

i=1

‖PnGi(s,Ψ
n
s )‖2U 1s≤τM,T+1

n
ds

+ 2

∞
∑

i=1

∫ r

0

〈

PnGi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

U
dW i

s . (26)

Note that we have left the indicator function outside of the time integral terms as we have no
linearity assumption to take it through the ‖PnGi(s,Ψ

n
s )‖2U term: more precisely, it may be the

case that PnGi(s, 0) 6= 0. To do this for the stochastic integral we are just relying on the linearity
of the inner product. As Pn is an orthogonal projection, we use the self-adjoint property and that
‖PnGi(s,Ψ

n
s )‖2U ≤ ‖Gi(s,Ψ

n
s )‖2U to reduce this to

∥

∥Ψn,M
r

∥

∥

2

U
≤ ‖Ψn

0‖2U + 2

∫ r

0
〈A(s,Ψn

s ),Ψ
n
s 〉U 1s≤τM,T+1

n
ds+

∫ r

0

∞
∑

i=1

‖Gi(s,Ψ
n
s )‖2U 1s≤τM,T+1

n
ds

+ 2

∞
∑

i=1

∫ r

0

〈

Gi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

U
dW i

s .

We then apply Assumption 2.2, (6), and incorporate the indicator function into the norm to obtain
that

∥

∥Ψn,M
r

∥

∥

2

U
≤ ‖Ψn

0‖2U + c

∫ r

0
1 +

∥

∥Ψ̌n
s

∥

∥

2

U
ds− γ

∫ r

0

∥

∥Ψ̌n
s

∥

∥

2

H
ds+ 2

∞
∑

i=1

∫ r

0

〈

Gi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

U
dW i

s

still P−a.s.. We now look to take the supremum over all terms, which we can do by controlling the
stochastic integral with the absolute value, and further taking expectation. It should be appreciated
that

∥

∥Ψ̌n(ω)
∥

∥

2

UH,T
≤M + ‖Ψ0‖2L∞(Ω,U) (27)
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which ensures the integrability of all terms, and that the stochastic integral is a genuine square
integrable martingale. By taking the supremum in time, expectation, and applying the Burkholder-
Davis-Gundy Inequality all in one step, we arrive at

E

(

sup
r∈[0,T ]

∥

∥Ψn,M
r

∥

∥

2

U

)

+ γE

∫ T

0

∥

∥Ψ̌n
s

∥

∥

2

H
ds ≤ 2E

(

‖Ψn
0‖2U

)

+ c

+ c

∫ T

0
E

(

∥

∥Ψ̌n
s

∥

∥

2

U

)

ds+ cE

(

∫ T

0

∞
∑

i=1

〈

Gi

(

s, Ψ̌n
s

)

, Ψ̌n
s

〉2

U
ds

)
1

2

. (28)

Note that we formally have to take the supremum individually for each term on the left hand side
and then sum them, hence the appearance of a 2 in front of the initial condition. We will freely
use Tonelli’s Theorem to interchange between expectation and integration in time. The constant c
now depends on T , which is not meaningful. Turning to the final term, with (7) we see that

cE

(

∫ T

0

∞
∑

i=1

〈

Gi

(

s, Ψ̌n
s

)

, Ψ̌n
s

〉2

U
ds

)1

2

≤ cE

(
∫ T

0
1 +

∥

∥Ψ̌n
s

∥

∥

4

U
ds

)

1

2

≤ c+ cE

(∫ T

0

∥

∥Ψ̌n
s

∥

∥

4

U
ds

)

1

2

≤ c+ cE

(

sup
r∈[0,T ]

∥

∥Ψ̌n
r

∥

∥

2

U

∫ T

0

∥

∥Ψ̌n
s

∥

∥

2

U
ds

)
1

2

≤ c+
1

2
E

(

sup
r∈[0,T ]

∥

∥Ψ̌n
r

∥

∥

2

U

)

+ cE

∫ T

0

∥

∥Ψ̌n
s

∥

∥

2

U
ds (29)

having applied Young’s Inequality. Substituting into (28), and scaling with γ as needed, then we
have that

E

(

∥

∥Ψ̌n
∥

∥

2

UH,T

)

≤ c
[

E

(

‖Ψn
0‖2U

)

+ 1
]

+ c

∫ T

0
E

(

∥

∥Ψ̌n
s

∥

∥

2

U

)

ds.

One can control
∥

∥Ψ̌n
s

∥

∥

2

U
≤
∥

∥Ψ̌n
∥

∥

2

UH,s
which is integrable due to (27), from which the standard

Grönwall Inequality gives the result, recalling (24).

The expectation in (22) is thus finite, so taking the limit M → ∞ achieves (21). It is further
evident from our calculations that for any τ such that (Ψn, τ) is a local strong solution of the
equation (14), the inequality (25) holds (that is, with τ replacing τM,T+1

n ) where C is independent
of the choice of τ . Therefore we can choose a P− a.s. increasing sequence of stopping times which
approach Θn by definition of the maximal time, and apply the Monotone Convergence Theorem
through the expectation to yield that

E

(

‖Ψn‖2UH,T

)

≤ C
[

E

(

‖Ψn
0‖2U

)

+ 1
]

(30)

where to be precise, we obtain E
(

‖Ψn‖2UH,T∧Θn

)

on the left hand side, which is simplyE
(

‖Ψn‖2UH,T

)

due to (21). Moreover for P − a.e. ω ∈ Ω, we can choose a τ(ω) > T such that (Ψn, τ) is a local
strong solution of the equation (14), hence Ψn satisfies the identity (14) P− a.s. for all t ∈ [0, T ].
Furthermore, Ψn ∈ C ([0, T ];Vn); we thus call Ψn the unique strong solution of the equation (14).
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Of course we can bound ‖Ψn
0‖2U ≤ ‖Ψ0‖2U ≤ ‖Ψ0‖2L∞(Ω;U) which is finite independent of n and can

be substituted in to (25), (30). Combining this with (22) achieves that

lim
M→∞

sup
n∈N

P

({

ω ∈ Ω : τM,T+1
n (ω) ≤ T

})

= 0. (31)

2.4 Tightness

We now look to deduce the existence of a process taken as the limit of Ψn in some sense, which
is done through a tightness argument. We pursue this with Lemma 6.6 in the Appendix, with the
spaces H1 := H, H2 := U . Having already demonstrated (97) we now justify (98), so for any ε > 0
define the set

Aδ,n :=

{
∫ T−δ

0

∥

∥Ψn
s+δ −Ψn

s

∥

∥

2

U
ds > ε

}

where we remove the explicit dependence on ω for brevity, and the required condition (98) is that

lim
δ→0+

sup
n∈N

P

(

Aδ,n
)

= 0. (32)

We look to show this condition by taking advantage of the control granted to us with the stopping
times τM,T+1

n , and the property (31). For any M > 1,

Aδ,n = Aδ,n ∩
[{

τM,T+1
n > T

}

∪
{

τM,T+1
n ≤ T

}]

=
[

Aδ,n ∩
{

τM,T+1
n > T

}

]

∪
[

Aδ,n ∩
{

τM,T+1
n ≤ T

}

]

⊂
[

Aδ,n ∩
{

τM,T+1
n > T

}

]

∪
{

τM,T+1
n ≤ T

}

.

In particular,

P

(

Aδ,n
)

≤ P

(

Aδ,n ∩
{

τM,T+1
n > T

}

)

+P
({

τM,T+1
n ≤ T

})

(33)

where

Aδ,n,M := Aδ,n ∩
{

τM,T+1
n > T

}

=

{
∫ T−δ

0

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
ds > ε

}

(34)

continuing to use the notation (23). From (33),

lim
δ→0+

sup
n∈N

P

(

Aδ,n
)

≤ lim
δ→0+

sup
n∈N

P

(

Aδ,n,M
)

+ lim
δ→0+

sup
n∈N

P

({

τM,T+1
n ≤ T

})

holds for any M > 1, so it must also hold in the limit as M → ∞. As there is no dependency on δ
in the final probability, we obtain

lim
δ→0+

sup
n∈N

P

(

Aδ,n
)

≤ lim
M→∞

lim
δ→0+

sup
n∈N

P

(

Aδ,n,M
)

+ lim
M→∞

sup
n∈N

P

({

τM,T+1
n ≤ T

})

= lim
M→∞

lim
δ→0+

sup
n∈N

P

(

Aδ,n,M
)

. (35)

Recalling the definition (34), we can apply Chebyshev’s Inequality to see that

P

(

Aδ,n,M
)

≤ 1

ε
E

∫ T−δ

0

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
ds.

Therefore using (35), to justify (32) one may simply prove that

lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
ds = 0

for any fixed M > 1. This prompts the following result, which follows a similar method to [53]
Lemma 2.12.
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Proposition 2.13. For any M > 1,

lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2
ds = 0. (36)

Therefore the sequence of the laws of (Ψn) is tight in the space of probability measures over
L2 ([0, T ];U).

Just ahead of proving the result, we note that from the definition of K in Subsection 2.1 and
the property (27), that

sup
r∈[0,t]

KU (Ψ̌
n
r (ω)) ≤ c, (37)

for a constant c dependent on M and Ψ0, a dependence which is not meaningful in the following
arguments as these remain fixed.

Proof. Similarly to the proof of Proposition 2.12, observe that for any s ∈ [0, T ],

Ψ
n,M
s+δ = Ψn

0 +

∫ s+δ

0
PnA(r,Ψn

r )1r≤τM,T+1
n

dr +

∫ s+δ

0
PnG(r,Ψn

r )1r≤τM,T+1
n

dWr.

Therefore

Ψ
n,M
s+δ −Ψn,M

s =

∫ s+δ

s
PnA(r,Ψn

r )1r≤τM,T+1
n

dr +

∫ s+δ

s
PnG(r,Ψn

r )1r≤τM,T+1
n

dWr (38)

which for any fixed s is just an evolution equation in parameter δ, so we can apply the Itô Formula
(e.g. Proposition 6.4) to deduce that

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
= 2

∫ s+δ

s

〈

PnA(r, Ψ̌n
r ), Ψ̌

n
r − Ψ̌n

s

〉

U
1

r≤τM,T+1
n

dr

+

∫ s+δ

s

∞
∑

i=1

∥

∥PnGi(r, Ψ̌
n
r )
∥

∥

2

U
1

r≤τM,T+1
n

dr + 2

∫ s+δ

s

〈

PnG(r, Ψ̌n
r ), Ψ̌

n
r − Ψ̌n

s

〉

U
dWr

where we have incorporated the indicator function into the Ψn and Ψn,M . Just as we proceeded
from (26) in Proposition 25, we can use properties of the projection Pn and apply the assumption
(6), to obtain the inequality

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
≤ c

∫ s+δ

s
1 +

∥

∥Ψ̌n
r

∥

∥

2

U
dr − 2

∫ s+δ

s

〈

A(r, Ψ̌n
r ), Ψ̌

n
s

〉

U
dr

+ 2

∫ s+δ

s

〈

G(r, Ψ̌n
r ), Ψ̌

n
r − Ψ̌n

s

〉

U
dWr

where we have simply dropped the helpful −γ
∥

∥Ψ̌n
r

∥

∥

2

H
contribution from consideration. Using (37)

in the first integral, c.f. (27), we can actually pass to the bound

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
≤ cδ − 2

∫ s+δ

s

〈

A(r, Ψ̌n
r ), Ψ̌

n
s

〉

U
dr + 2

∫ s+δ

s

〈

G(r, Ψ̌n
r ), Ψ̌

n
r − Ψ̌n

s

〉

U
dWr

integrating the constant over the time interval of size δ. To this we can invoke Assumption 2.3,
(8), and then take expectation to reach

E

(

∥

∥

∥Ψ
n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U

)

≤ cδ + cE

∫ s+δ

s

(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

dr (39)
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where the stochastic integral of null expectation drops out. Of course, in aiming to show (36), we
are actually interested in

lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∥

∥

∥Ψ
n,M
s+δ −Ψn,M

s

∥

∥

∥

2

U
ds.

With (39), use of the Fubini-Tonelli Theorem and considering the iterated integral as an integral
over the product space, we obtain

lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∥

∥

∥Ψ
n,M
s+δ −Ψn,M

s

∥

∥

∥

2
ds

= lim
δ→0+

sup
n∈N

∫ T−δ

0
E

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2
ds

≤ lim
δ→0+

sup
n∈N

∫ T−δ

0

[

cδ + cE

∫ s+δ

s

(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

dr

]

ds

= c lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∫ s+δ

s

(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

drds

= c lim
δ→0+

sup
n∈N

E

∫ T

0

∫ r∧T−δ

0∨(r−δ)

(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

dsdr. (40)

Note that for each fixed r,

∫ r∧T−δ

0∨(r−δ)

(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

ds

=
(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)

∫ r∧T−δ

0∨(r−δ)

(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

ds (41)

≤
(

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H

)





(

∫ r∧T−δ

0∨(r−δ)
1ds

)
1

4
(

∫ r∧T−δ

0∨(r−δ)

(

1 +
∥

∥Ψ̌n
s

∥

∥

3

2

H

)

4

3

ds

)
3

4





≤ cδ
1

4

(

1 +
∥

∥Ψ̌n
r

∥

∥

2

H

)

(

∫ r∧T−δ

0∨(r−δ)
1 +

∥

∥Ψ̌n
s

∥

∥

2

H
ds

)
3

4

≤ cδ
1

4

(

1 +
∥

∥Ψ̌n
r

∥

∥

2

H

)

(42)

having used (27) in the final line, and Hölder’s Inequality beforehand. Substituting this back into
(40),

lim
δ→0+

sup
n∈N

E

∫ T−δ

0

∥

∥

∥
Ψ

n,M
s+δ −Ψn,M

s

∥

∥

∥

2
ds ≤ c lim

δ→0+
sup
n∈N

E

∫ T

0
cδ

1

4

(

1 +
∥

∥Ψ̌n
r

∥

∥

2

H

)

dr ≤ lim
δ→0+

cδ
1

4 = 0

which concludes the proof.

To achieve a characterisation of the limit process at each time, we will need to show tightness
in D ([0, T ];H∗). The idea is to apply Lemma 6.7, for Y = H and H = U . The condition (99) has
already been shown from the stronger (30) so to apply the Lemma we only need to verify (100).
This is reminiscent of the condition (98) just verified, so just as we saw for Proposition 2.13 it is
sufficient to verify the following.
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Proposition 2.14. For any sequence of stopping times (γn) with γn : Ω → [0, T ], and any M > 1,
f ∈ H,

lim
δ→0+

sup
n∈N

E

(∣

∣

∣

〈

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn , f
〉

U

∣

∣

∣

)

= 0. (43)

Therefore the sequence of the laws of (Ψn) is tight in the space of probability measures over
D ([0, T ];H∗).

Proof. Recalling (38), substituting in γn for s and stopping the process at T , we see that

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn =

∫ (γn+δ)∧T

γn

PnA(r, Ψ̌n
r )1r≤τM,T+1

n
dr +

∫ (γn+δ)∧T

γn

PnG(r, Ψ̌n
r )1r≤τM,T+1

n
dWr

holds P− a.s., to which we take the inner product with arbitrary f ∈ H and absolute value to see
that

∣

∣

∣

〈

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn , f
〉

U

∣

∣

∣ ≤
∣

∣

∣

∣

∣

∫ (γn+δ)∧T

γn

〈

A(r, Ψ̌n
r ),Pnf

〉

U
1

r≤τM,T+1
n

dr

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∫ (γn+δ)∧T

γn

〈

G(r, Ψ̌n
r ),Pnf

〉

U
1

r≤τM,T+1
n

dWr

∣

∣

∣

∣

∣

having also carried over the projection Pn. Similarly to Proposition 2.13, we invoke the assumption
(8) to achieve the inequality

∣

∣

∣

〈

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn , f
〉

U

∣

∣

∣ ≤ c

∫ (γn+δ)∧T

γn

[

KU (Ψ̌
n
r ) +

∥

∥Ψ̌n
r

∥

∥

3

2

H

]

[

KU (f) + ‖f‖
3

2

H

]

dr

+

∣

∣

∣

∣

∣

∫ (γn+δ)∧T

γn

〈

G(r, Ψ̌n
r ),Pnf

〉

U
1

r≤τM,T+1
n

dWr

∣

∣

∣

∣

∣

where (2) has also been employed. We again use (37), and also allowing our constant c to depend
on f , we have that

∣

∣

∣

〈

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn , f
〉

U

∣

∣

∣
≤ c

∫ (γn+δ)∧T

γn

1 +
∥

∥Ψ̌n
r

∥

∥

3

2

H
dr

+

∣

∣

∣

∣

∣

∫ (γn+δ)∧T

γn

〈

G(r, Ψ̌n
r ),Pnf

〉

U
1

r≤τM,T+1
n

dWr

∣

∣

∣

∣

∣

(44)

still P−a.s.. Now taking expectation and applying the Burkholder-Davis-Gundy Inequality to the
stochastic integral, and then using the assumption (9),

E

(∣

∣

∣

∣

∣

∫ (γn+δ)∧T

γn

〈

G(r, Ψ̌n
r ),Pnf

〉

U
1

r≤τM,T+1
n

dWr

∣

∣

∣

∣

∣

)

≤ cE

(

∫ (γn+δ)∧T

γn

〈

Gi(r, Ψ̌
n
r ),Pnf

〉2

U
1

r≤τM,T+1
n

dr

) 1

2

≤ cE

(

∫ (γn+δ)∧T

γn

KU (Ψ̌
n
r )KH(f)dr

)
1

2

≤ cE

(

∫ (γn+δ)∧T

γn

1dr

)
1

2

≤ cδ
1

2 .
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Putting all of this back into (44), and reducing the constant integral to a δ as just seen,

E

(∣

∣

∣

〈

Ψ
n,M
(γn+δ)∧T −Ψn,M

γn , f
〉

U

∣

∣

∣

)

≤ cE

∫ (γn+δ)∧T

γn

∥

∥Ψ̌n
r

∥

∥

3

2

H
dr + cδ + cδ

1

2 .

The remaining integral is treated exactly as was seen in (42), from which taking the supremum
over n and limit as δ → 0+ gives the result.

2.5 Existence of Martingale Weak Solutions

With tightness achieved, it is now a standard procedure to apply the Prohorov and Skorohod
Representation Theorems to deduce the existence of a new probability space on which a sequence
of processes with the same distribution as a subsequence of (Ψn) have some almost sure convergence
to a limiting process. For notational simplicity we take this subsequence and keep it simply indexed
by n. We state the precise result in the below theorem, following e.g. [47] Proposition 4.9 and
Theorem 4.10.

Theorem 2.15. There exists a filtered probability space
(

Ω̃, F̃ , (F̃t), P̃
)

, a cylindrical Brownian

Motion W̃ over U with respect to
(

Ω̃, F̃ , (F̃t), P̃
)

, a sequence of random variables (Ψ̃n
0 ), Ψ̃

n
0 : Ω̃ → U

and a Ψ̃0 : Ω̃ → U , a sequence of processes (Ψ̃n), Ψ̃n : Ω̃× [0, T ] → H is progressively measurable
and a process Ψ̃ : Ω̃× [0, T ] → U such that:

1. For each n ∈ N, Ψ̃n
0 has the same law as Ψn

0 ;

2. For P̃− a.e. ω, Ψ̃n
0 (ω) → Ψ̃0(ω) in U , and thus Ψ̃0 has the same law as Ψ0;

3. For each n ∈ N and t ∈ [0, T ], Ψ̃n satisfies the identity

Ψ̃n
t = Ψ̃n

0 +

∫ t

0
PnA(s, Ψ̃n

s )ds+

∫ t

0
PnG(s, Ψ̃n

s )dW̃s

P̃− a.s. in Vn;

4. For P̃− a.e ω, Ψ̃n(ω) → Ψ̃(ω) in L2 ([0, T ];U) and D ([0, T ];H∗).

We now have our candidate martingale weak solution, and to prove that this is such a solution we
need only to verify that Ψ̃ is progressively measurable in H, for P̃−a.e. ω Ψ̃·(ω) ∈ L∞ ([0, T ];U)∩
Cw ([0, T ];U) ∩ L2 ([0, T ];H) and the identity (12). In fact from item 3, we can deduce that

Ẽ

(

∥

∥

∥Ψ̃
n
∥

∥

∥

2

UH,T

)

≤ C

[

E

(

∥

∥

∥Ψ̃
n
0

∥

∥

∥

2

U

)

+ 1

]

≤ C

[

∥

∥

∥Ψ̃0

∥

∥

∥

2

L∞(Ω̃;U)
+ 1

]

<∞ (45)

in the same manner as we showed (30), without any need for localisation. The fact that
∥

∥

∥
Ψ̃n

0

∥

∥

∥
≤

∥

∥

∥Ψ̃0

∥

∥

∥ P̃−a.s. and
∥

∥

∥Ψ̃0

∥

∥

∥

2

L∞(Ω̃;U)
<∞ is inherited from Ψn

0 , Ψ0 of the same law in U . This prompts

the following results.

Lemma 2.16. Ψ̃n → Ψ̃ in L2
(

Ω̃;L2 ([0, T ];U)
)

.

Proof. This is immediate from an application of the Dominated Convergence Theorem, using the
convergence in item 4 and the uniform boundedness (45).
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Proposition 2.17. Ψ̃ is progressively measurable in H and for P̃−a.e. ω, Ψ̃·(ω) ∈ L∞ ([0, T ];U)∩
L2 ([0, T ];H).

Proof. From (45) we have that the sequence (Ψ̃n) is uniformly bounded in

L2
(

Ω̃;L2 ([0, T ];H)
)

and L2
(

Ω̃;L∞ ([0, T ];U)
)

. Firstly then we can deduce the existence of a

subsequence (Ψ̃nk) which is weakly convergent in the Hilbert Space L2
(

Ω̃;L2 ([0, T ];H)
)

to some

Φ1, but we may also identify L2
(

Ω̃;L∞ ([0, T ];U)
)

with the dual space of L2
(

Ω̃;L1 ([0, T ];U)
)

and as such from the Banach-Alaoglu Theorem we can extract a further subsequence (Ψ̃nl) which
is convergent to some Φ2 in the weak* topology. These limits imply that (Ψ̃nl) is convergent to

both Φ1 and Φ2 in the weak topology of L2
(

Ω̃;L2 ([0, T ];U)
)

, but from Lemma 2.16 then (Ψ̃nl)

converges to Ψ̃ strongly (hence weakly) in this space as well. By uniqueness of limits in the weak

topology then Ψ̃ = Φ1 = Φ2 as elements of L2
(

Ω̃;L2 ([0, T ];U)
)

, so they agree P̃×λ− a.s.. Thus

for P̃− a.e. ω, Ψ̃·(ω) ∈ L∞ ([0, T ];U) ∩ L2 ([0, T ];H).

The progressive measurability is justified similarly; for any t ∈ [0, T ], we can use the progressive

measurability of (Ψ̃nk) to instead deduce Ψ̃ as the weak limit in L2
(

Ω̃× [0, t];H
)

where Ω̃× [0, t]

is equipped with the F̃t ×B ([0, t]) sigma-algebra. Therefore Ψ̃ : Ω̃× [0, t] → H is measurable with
respect to this product sigma-algebra which justifies the progressive measurability.

Proposition 2.18. Ψ̃ satisfies the identity (12). Moreover for P̃− a.e. ω, Ψ̃·(ω) ∈ Cw ([0, T ];U).

Proof. As a consequence of the Hahn-Banach Theorem we know that the dual space separates
points, from which it is immediate that Ψ̃ satisfies the identity (12) if and only if for every f ∈ H,
Ψ̃ satisfies

〈

Ψ̃t, f
〉

H∗×H
=
〈

Ψ̃0, f
〉

H∗×H
+

〈∫ t

0
A(s, Ψ̃s)ds, f

〉

H∗×H

+

〈∫ t

0
G(s, Ψ̃s)dW̃s, f

〉

H∗×H

P̃−a.s. in R for all t ∈ [0, T ]4. In fact, as the system (ak) forms a basis of H, then it is sufficient to
show the identity for any ψ ∈

⋃

n Vn replacing f . Using the continuity and linearity of the duality
pairing, it is thus sufficient to show the new identity

〈

Ψ̃t, ψ
〉

H∗×H
=
〈

Ψ̃0, ψ
〉

H∗×H
+

∫ t

0

〈

A(s, Ψ̃s), ψ
〉

H∗×H
ds +

∫ t

0

〈

G(s, Ψ̃s), ψ
〉

H∗×H
dW̃s (46)

for any ψ ∈ ⋃n Vn, P− a.s. for all t ∈ [0, T ]. Of course Ψ̃n satisfies a corresponding identity

〈

Ψ̃n
t , ψ

〉

H∗×H
=
〈

Ψ̃n
0 , ψ

〉

H∗×H
+

∫ t

0

〈

PnA(s, Ψ̃n
s ), ψ

〉

H∗×H
ds+

∫ t

0

〈

PnG(s, Ψ̃n
s ), ψ

〉

H∗×H
dW̃s

so we look to show convergence in each of the corresponding terms. Fixing any such ψ and t,
we appreciate that the required identity (46) would follow from only showing either P − a.s. or

Lp
(

Ω̃;R
)

convergence of a subsequence for the corresponding terms, as a P − a.s. convergent

4We need not concern ourselves with whether the set of full probability depends on f , just as was true for the
dependence on t, by separability of H : see Remark 2.6.
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subsequence can be extracted from the Lp
(

Ω̃;R
)

limit. Henceforth, we are concerned with the

limits
〈

Ψ̃n
t , ψ

〉

H∗×H
−→

〈

Ψ̃t, ψ
〉

H∗×H
(47)

〈

Ψ̃n
0 , ψ

〉

H∗×H
−→

〈

Ψ̃0, ψ
〉

H∗×H
(48)

∫ t

0

〈

PnA(s, Ψ̃n
s ), ψ

〉

H∗×H
ds −→

∫ t

0

〈

A(s, Ψ̃s), ψ
〉

H∗×H
ds (49)

∫ t

0

〈

PnG(s, Ψ̃n
s ), ψ

〉

H∗×H
dW̃s −→

∫ t

0

〈

G(s, Ψ̃s), ψ
〉

H∗×H
dW̃s (50)

of a subsequence, P̃−a.s. or in Lp
(

Ω̃;R
)

. The first convergence, (47), holds P̃−a.s. as convergence
in the Skorohod Topology implies convergence at each t (see e.g. [3] pp.124), whilst the same
convergence is true of (48) as Ψ̃n

0 → Ψ̃0 in U , from the fact that the system (ak) forms an

orthogonal basis of U . We look to show (49) in L1
(

Ω̃;R
)

, and do so by first observing that as

ψ ∈ ⋃n Vn then it is certainly in Vk for some k, so without loss of generality in the limit as n→ ∞
we can assume that n > k. Moreover,

〈

PnA(s, Ψ̃n
s ), ψ

〉

H∗×H
=
〈

PnA(s, Ψ̃n
s ), ψ

〉

U
=
〈

A(s, Ψ̃n
s ), ψ

〉

U
=
〈

A(s, Ψ̃n
s ), ψ

〉

H∗×H

by construction of the Gelfand Triple and that Pn is self-adjoint in U and is the identity on Vk ⊂ Vn.
Revisiting (49),
∣

∣

∣

∣

〈

A(s, Ψ̃n
s ), ψ

〉

H∗×H
−
〈

A(s, Ψ̃s), ψ
〉

H∗×H

∣

∣

∣

∣

=

∣

∣

∣

∣

〈

A(s, Ψ̃n
s )−A(s, Ψ̃s), ψ

〉

H∗×H

∣

∣

∣

∣

≤ ctKV (ψ)
[

1 +
∥

∥

∥Ψ̃
n
s

∥

∥

∥

H
+
∥

∥

∥Ψ̃s

∥

∥

∥

H

] ∥

∥

∥Ψ̃
n
s − Ψ̃s

∥

∥

∥

U

where we have invoked Assumption 2.4, (10). Therefore, incorporating theKV (ψ) into the constant,

Ẽ

∣

∣

∣

∣

∫ t

0

〈

A(s, Ψ̃n
s ), ψ

〉

H∗×H
−
〈

A(s, Ψ̃s), ψ
〉

H∗×H
ds

∣

∣

∣

∣

≤ cẼ

∫ t

0

[

1 +
∥

∥

∥
Ψ̃n

s

∥

∥

∥

H
+
∥

∥

∥
Ψ̃s

∥

∥

∥

H

] ∥

∥

∥
Ψ̃n

s − Ψ̃s

∥

∥

∥

U
ds

≤ c

(

Ẽ

∫ t

0
1 +

∥

∥

∥
Ψ̃n

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̃s

∥

∥

∥

2

H
ds

)
1

2
(

Ẽ

∫ t

0

∥

∥

∥
Ψ̃n

s − Ψ̃s

∥

∥

∥

2

U
ds

)
1

2

where we have used Hölder’s Inequality over the product integral, recalling that the progressive
measurability ensures no issues in applying Fubinelli-Tonelli for the order of integration. This
approaches zero, owing to both the uniform boundedness of the first expectation due to (45) and
Proposition 2.17, as well as the convergence in Lemma 2.16 for the second expectation. The

convergence (49) is justified, to which we move on to (50), to be shown in L2
(

Ω̃;R
)

. The duality

pairing is simply the U inner product in this case, and by again passing over the Pn, we can apply
the Burkholder-Davis-Gundy Inequality to obtain

Ẽ

∣

∣

∣

∣

∫ t

0

〈

G(s, Ψ̃n
s ), ψ

〉

U
−
〈

Gi(s, Ψ̃s), ψ
〉

U
dW̃s

∣

∣

∣

∣

2

≤ Ẽ

∫ t

0

∞
∑

i=1

〈

Gi(s, Ψ̃
n
s )− G(s, Ψ̃s), ψ

〉2

U
ds

≤ cẼ

∫ t

0

∥

∥

∥
Ψ̃n

s − Ψ̃s
∥

∥

∥

2

U
ds
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having applied the assumed (11) and contained the KV (ψ) in our constant. This again approaches
zero due to Lemma 2.16, concluding the justification that Ψ̃ satisfies (12). It now only remains to
determine that for P̃ − a.e. ω, Ψ̃·(ω) ∈ Cw ([0, T ];U) . By the identity just shown it is clear that
〈

Ψ̃·(ω), f
〉

∈ C ([0, T ];R) where f ∈ H was arbitrary, but to conclude the weak continuity we must

instead show this for any η ∈ U . Furthermore we fix such an ω and η ∈ U , any t ∈ [0, T ] and
sequence of times (tk) in [0, T ] such that tk → t. To demonstrate the continuity let’s fix ε > 0, and
choose an f ∈ H such that

‖η − f‖U <
ε

4
sup

s∈[0,T ]

∥

∥

∥Ψ̃s(ω)
∥

∥

∥

U

where the right hand side is of course finite from Proposition 2.17. Note that there exists a K ∈ N

such that for all k ≥ K,
∣

∣

∣

〈

Ψ̃tk(ω)− Ψ̃t(ω), f
〉

U

∣

∣

∣ <
ε

2
.

Then for all k ≥ K we have that
∣

∣

∣

〈

Ψ̃tk (ω)− Ψ̃t(ω), η
〉

U

∣

∣

∣
≤
∣

∣

∣

〈

Ψ̃tk(ω)− Ψ̃t(ω), η − f
〉

U

∣

∣

∣
+
∣

∣

∣

〈

Ψ̃tk(ω)− Ψ̃t(ω), f
〉

U

∣

∣

∣

< 2 sup
s∈[0,T ]

∥

∥

∥
Ψ̃s(ω)

∥

∥

∥

U
‖η − f‖U +

ε

2

< ε

demonstrating the weak continuity and finishing the proof.

3 Weak Solutions

We first introduce the necessary extension of Assumption Set 1 for the main result of this section.

3.1 Assumption Set 2

Recall the setup and notation of Subsection 1.3. We assume that there exists a c·, K and γ > 0
such that for all f, g ∈ H and t ∈ [0, T ]:

Assumption 3.1.

‖A(t, f)‖2H∗ ≤ ctKU (f)
[

1 + ‖f‖2H
]

. (51)

Assumption 3.2.

2 〈A(t, f)−A(t, g), f − g〉H∗×H +
∞
∑

i=1

‖Gi(t, f)− Gi(t, g)‖2U

≤ ctKU (f, g)
[

1 + ‖f‖2H + ‖g‖2H
]

‖f − g‖2U − γ ‖f − g‖2H , (52)

∞
∑

i=1

〈Gi(t, f)− Gi(t, g), f − g〉2U ≤ ctKU (f, g)
[

1 + ‖f‖2H + ‖g‖2H
]

‖f − g‖4U . (53)

We briefly comment on the purpose of each assumption:

• Assumption 3.1 ensures sufficient regularity in the drift to apply Proposition 6.4 (Lemma
3.6).

• Assumption 3.2 is used to show uniqueness of weak solutions (Proposition 3.7).
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3.2 Definitions and Results

We now state the definitions and main result for weak solutions.

Definition 3.3. Let Ψ0 : Ω → U be F0−measurable. A process Ψ which is progressively measurable
in H and such that for P−a.e. ω, Ψ·(ω) ∈ C ([0, T ];U)∩L2 ([0, T ];H), is said to be a weak solution
of the equation (1) if the identity (1) holds P− a.s. in H∗ for all t ∈ [0, T ].

Definition 3.4. A weak solution Ψ of the equation (1) is said to be the unique solution if for any
other such solution Φ,

P ({ω ∈ Ω : Ψt(ω) = Φt(ω) ∀t ≥ 0}) = 1.

Theorem 3.5. Let Assumption Sets 1 and 2 hold. For any given F0−measurable Ψ0 : Ω → U ,
there exists a unique weak solution of the equation (1).

The rest of this section is devoted to the proof of Theorem 3.5.

3.3 Existence and Uniqueness of Weak Solutions

We continue to work with Ψ0 ∈ L∞ (Ω;U), and take Ψ̃ to be a martingale weak solution of the
equation (1) as given in Theorem 2.7. Our approach to uniqueness is to consider the energy of the
difference of two solutions, by applying Proposition 6.4. For this, improved regularity is needed.

Lemma 3.6. For P̃− a.e. ω, A
(

·, Ψ̃·(ω)
)

∈ L2 ([0, T ];H∗). Moreover, Ψ̃·(ω) ∈ C ([0, T ];U).

Proof. This additional regularity comes from Assumption 3.1, (51), as

∫ T

0

∥

∥

∥A
(

s, Ψ̃s(ω)
)∥

∥

∥

2

H∗
ds ≤ c

∫ T

0
K
(

Ψ̃s(ω)
)

[

1 +
∥

∥

∥Ψ̃s(ω)
∥

∥

∥

2

H

]

ds

≤ c sup
r∈[0,T ]

K
(

Ψ̃r(ω)
)

∫ T

0

[

1 +
∥

∥

∥
Ψ̃s(ω)

∥

∥

∥

2

H

]

ds

<∞

using that Ψ̃·(ω) ∈ L∞ ([0, T ];U) ∩ L2 ([0, T ];H) as a martingale weak solution. The continuity
now follows as an application of Proposition 6.4.

Proposition 3.7. Suppose that Φ̃ is another martingale weak solution of (1) with respect to the

same filtered probability space
(

Ω̃, F̃ , (F̃t), P̃
)

, cylindrical Brownian Motion W̃ and initial condition

Φ̃0 = Ψ̃0 P̃− a.s.. In addition assume that for P̃− a.e. ω, Φ̃·(ω) ∈ C ([0, T ];U). Then

P̃

({

ω ∈ Ω̃ : Ψ̃t(ω) = Φ̃t(ω) ∀t ∈ [0, T ]
})

= 1.

Proof. We make our argument by considering the expectation of the difference of the solutions
Ψ̃, Φ̃, and to do so we need to manufacture an increased regularity through stopping times once
more. To this end let’s define the stopping times (αR) by

αR := T ∧ inf

{

r ≥ 0 :
∥

∥

∥
Ψ̃

∥

∥

∥

2

UH,r
≥ R

}

∧ inf

{

r ≥ 0 :
∥

∥

∥
Φ̃

∥

∥

∥

2

UH,r
≥ R

}

and subsequent processes

Ψ̃R
· := Ψ̃·1·≤αR

, Φ̃R
· := Φ̃·1·≤αR

, Π = Ψ̃R − Φ̃R.

22



Moreover the difference process satisfies

Ψ̃t∧αR
− Φ̃t∧αR

=

∫ t

0
1s≤αR

[

A
(

s, Ψ̃R
s

)

−A
(

s, Φ̃R
s

)]

ds+

∫ t

0
1s≤αR

[

G
(

s, Ψ̃R
s

)

− G
(

s, Φ̃R
s

)]

dW̃s

and we can apply the Energy Equality of Proposition 6.4 to see that

∥

∥

∥Ψ̃t∧αR
− Φ̃t∧αR

∥

∥

∥

2

U
= 2

∫ t

0
1s≤αR

〈

A
(

s, Ψ̃R
s

)

−A
(

s, Φ̃R
s

)

,Πs

〉

H∗×H
ds

+

∫ t

0
1s≤αR

∞
∑

i=1

∥

∥

∥Gi

(

s, Ψ̃R
s

)

− Gi

(

s, Φ̃R
s

)∥

∥

∥

2

U
ds

+ 2

∫ t

0

〈

G
(

s, Ψ̃R
s

)

− G
(

s, Φ̃R
s

)

,Πs

〉

U
dW̃s.

Motivated by the use of Lemma 6.5, we consider arbitrary stopping times 0 ≤ θj ≤ θk ≤ T and
substitute θj into the above, then subtract this from the identity for any θj ≤ r ≤ T , to give that

∥

∥

∥Ψ̃t∧αR
− Φ̃t∧αR

∥

∥

∥

2

U
=
∥

∥

∥Ψ̃θj∧αR
− Φ̃θj∧αR

∥

∥

∥

2

U
+ 2

∫ t

θj

1s≤αR

〈

A
(

s, Ψ̃R
s

)

−A
(

s, Φ̃R
s

)

,Πs

〉

H∗×H
ds

+

∫ t

θj

1s≤αR

∞
∑

i=1

∥

∥

∥Gi

(

s, Ψ̃R
s

)

− Gi

(

s, Φ̃R
s

)∥

∥

∥

2

U
ds

+ 2

∫ t

θj

〈

G
(

s, Ψ̃R
s

)

− G
(

s, Φ̃R
s

)

,Πs

〉

U
dW̃s.

We now employ Assumption 3.2, (52), and combine a few steps into one. Firstly we use the
boundedness coming from the stopping time αR to control the KU term in (52), much like we
saw from (37); it should be noted that without the continuity of the processes in U , we could not
guarantee such a control. Secondly, we simply ignore the helpful γ term. All of this leads to the
new inequality

∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2

U
≤
∥

∥

∥
Ψ̃θj∧αR

− Φ̃θj∧αR

∥

∥

∥

2

U
+ c

∫ r

θj

(

1 +
∥

∥

∥
Ψ̃R

s

∥

∥

∥

2

H
+
∥

∥

∥
Φ̃R

s

∥

∥

∥

2

H

)

‖Πs‖2U ds

+ 2

∫ t

θj

〈

G
(

s, Ψ̃R
s

)

− G
(

s, Φ̃R
s

)

,Πs

〉

U
dW̃s.

We now take the absolute value on the right hand side, followed by the supremum over r ∈ [θj , θk],
then the expectation and immediately apply the Burkholder-Davis-Gundy Inequality to achieve
that

Ẽ

(

sup
r∈[θj ,θk]

∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2

U

)

≤ Ẽ

(

∥

∥

∥
Ψ̃θj∧αR

− Φ̃θj∧αR

∥

∥

∥

2

U

)

+ cẼ

∫ θk

θj

(

1 +
∥

∥

∥Ψ̃
R
s

∥

∥

∥

2

H
+
∥

∥

∥Φ̃
R
s

∥

∥

∥

2

H

)

‖Πs‖2U ds

+ cẼ

(

∫ θk

θj

∞
∑

i=1

〈

Gi

(

s, Ψ̃R
s

)

− Gi

(

s, Φ̃R
s

)

,Πs

〉2

U
ds

)
1

2

.
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We now use the assumption (53) and follow the same process as (29) to obtain that

cẼ

(

∫ θk

θj

∞
∑

i=1

〈

Gi

(

s, Ψ̃R
s

)

− Gi

(

s, Φ̃R
s

)

,Πs

〉2

U
ds

) 1

2

≤ cẼ

(

∫ θk

θj

(

1 +
∥

∥

∥
Ψ̃R

s

∥

∥

∥

2

H
+
∥

∥

∥
Φ̃R

s

∥

∥

∥

2

H

)

‖Πs‖4U ds
)

1

2

≤ 1

2
Ẽ

(

sup
r∈[θj ,θk]

‖Πr‖2U

)

+ cẼ

∫ θk

θj

(

1 +
∥

∥

∥
Ψ̃R

s

∥

∥

∥

2

H
+
∥

∥

∥
Φ̃R

s

∥

∥

∥

2

H

)

‖Πs‖2U ds.

We now use that ‖Πr‖2U ≤
∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2

U
and rearrange to give

Ẽ

(

sup
r∈[θj ,θk]

∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2

U

)

≤ 2Ẽ

(

∥

∥

∥
Ψ̃θj∧αR

− Φ̃θj∧αR

∥

∥

∥

2

U

)

+ cẼ

∫ θk

θj

(

1 +
∥

∥

∥Ψ̃
R
s

∥

∥

∥

2

H
+
∥

∥

∥Φ̃
R
s

∥

∥

∥

2

H

)

∥

∥

∥Ψ̃s∧αR
− Φ̃s∧αR

∥

∥

∥

2

U
ds.

We can now apply Lemma 6.5 to deduce that

Ẽ

(

sup
r∈[0,T ]

∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2

U

)

= 0

as of course Ψ̃0 = Φ̃0 P̃ − a.s.. We note that

(

supr∈[0,T ]

∥

∥

∥
Ψ̃r∧αR

− Φ̃r∧αR

∥

∥

∥

2
)

is a monotone

increasing sequence in R, hence we take the limit as R→ ∞ and apply the Monotone Convergence
Theorem to obtain

Ẽ

(

sup
r∈[0,T ]

∥

∥

∥
Ψ̃r − Φ̃r

∥

∥

∥

2

U

)

= 0

which gives the result.

It is now immediate that Theorem 3.5 holds in this case of the bounded initial condition.

Corollary 3.7.1. There exists a unique weak solution Ψ of the equation (1).

Proof. This follows from a classical Yamada-Watanabe type result, proven rigorously in this setting
in [52].

To prove Theorem 3.5 it thus only remains to extend the result to an arbitrary F0−measurable
Ψ0 : Ω → U , which we now fix.

Proof of Theorem 3.5: We first show the existence of such a solution. The idea is as in [24] Theorem
3.40 where we use the fact that for each k ∈ N∪{0} there exists a weak solution Ψk of the equation
(1) for the bounded initial condition Ψ01k≤‖Ψ0‖U<k+1. We argue that the process Ψ defined by

Ψt(ω) :=
∞
∑

k=1

Ψk
t (ω)1k≤‖Ψ0(ω)‖U<k+1
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is a weak solution. Appreciating that the infinite sum is merely formal and that for each ω,
Ψ(ω) := Ψk(ω) for some k, then clearly Ψ inherits the pathwise regularity of the weak solutions
(Ψk). As for the required identity, we introduce the more compact notation

Ak := {ω ∈ Ω : k ≤ ‖Ψ0(ω)‖U < k + 1}

and as the (Ak) partition Ω, it is sufficient to show that

1Ak
Ψt = 1Ak

Ψ0 + 1Ak

∫ t

0
A (s,Ψs) ds+ 1Ak

∫ t

0
G (s,Ψs) dWs

P− a.s. for all t ∈ [0, T ], or equivalently

1Ak
Ψk

t = 1Ak
Ψk

0 + 1Ak

∫ t

0
A
(

s,Ψk
s

)

ds + 1Ak

∫ t

0
G (s,Ψs) dWs.

We have to be more precise for the stochastic integral as we cannot simply take any random
function through the integral, however Ak is F0−measurable so it is justified in this case (see e.g.
[20] Proposition 1.6.14). Hence

1Ak

∫ t

0
G (s,Ψs) dWs =

∫ t

0
1Ak

G (s,Ψs) dWs =

∫ t

0
1Ak

G
(

s,Ψk
s

)

dWs = 1Ak

∫ t

0
G
(

s,Ψk
s

)

dWs

so the identity that must be shown is

1Ak
Ψk

t = 1Ak
Ψk

0 + 1Ak

∫ t

0
A
(

s,Ψk
s

)

ds+ 1Ak

∫ t

0
G
(

s,Ψk
s

)

dWs.

This is granted from Ψk being a weak solution for the initial condition Ψ01Ak
. To conclude the

existence we only need to verify the progressive measurability, for which we understand Ψ as the

pointwise almost everywhere limit of the sequence
(

∑n
k=1Ψ

k
1k≤‖Ψ0‖U<k+1

)

over the product space

Ω × [0, t] equipped with the product sigma algebra Ft × B([0, t]) in H. Each Ψk is progressively
measurable hence so too is Ψk

1k≤‖Ψ0‖U<k+1 (as this indicator function is F0−measurable), thus
measurable with respect to Ft ×B([0, t]), and the pointwise almost everywhere limit preserves the
measurability which provides the result. This concludes the proof that Ψ is a weak solution of (1),
and one can show it is the unique such solution identically to Proposition 3.7.

4 Strong Solutions

We first introduce the necessary extension of Assumption Sets 1 and 2 for the main result of this
section.

4.1 Assumption Set 3

Recall the setup and notation of Subsection 1.3. We now impose the existence of a new Banach
Space H̄ which is an extension of H, or precisely, H ⊆ H̄ ⊆ U and for every f ∈ H̄, ‖f‖H̄ = ‖f‖H .

In addition, G : [0, T ]× V → L 2
(

U; H̄
)

is assumed measurable. We also suppose that there exists
a real valued sequence (µn) with µn → ∞ such that for any f ∈ H̄,

‖(I − Pn)f‖U ≤ 1

µn
‖f‖H̄ (54)
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where I represents the identity operator in U . Furthermore we assume that there exists a γ > 0
such that for any ε > 0, there exists a c·, K (dependent on ε) such that for any φ ∈ V , φn ∈ Vn
and t ∈ [0, T ]:

Assumption 4.1.

‖A(t, φ)‖2U +
∞
∑

i=1

‖Gi(t, φ)‖2H̄ ≤ ctKU (φ)
[

1 + ‖φ‖4H + ‖φ‖2V
]

(55)

Assumption 4.2.

2 〈PnA(t, φn), φn〉H +

∞
∑

i=1

‖PnGi(t, φ
n)‖2H ≤ ctKU (φ

n)
[

1 + ‖φn‖4H
]

− γ ‖φn‖2V , (56)

∞
∑

i=1

〈PnGi(t, φ
n), φn〉2H ≤ ctKU (φ

n)
[

1 + ‖φn‖6H
]

+ ε ‖φn‖2V . (57)

We briefly comment on the purpose of each assumption:

• The property (54) is used to show the Cauchy result (Lemma 4.8).

• Assumption 4.1 ensures that the integrals in the definition of a strong solution (Definition
4.3) are well-defined. It also plays a role in the Cauchy result (Lemma 4.8).

• Assumption 4.2 is employed to demonstrate higher uniform estimates for the Galerkin System
(Proposition 4.7).

4.2 Definitions and Results

We now state the definitions and main result for strong solutions.

Definition 4.3. Let Ψ0 : Ω → H be F0−measurable. A process Ψ which is progressively measurable
in V and such that for P − a.e. ω, Ψ·(ω) ∈ L∞ ([0, T ];H) ∩ L2 ([0, T ];V ), is said to be a strong
solution of the equation (1) if the identity (1) holds P− a.s. in U for all t ∈ [0, T ].

Note that a strong solution necessarily has continuous paths in U , from the evolution equation
satisfied in this space.

Definition 4.4. A strong solution Ψ of the equation (1) is said to be unique if for any other such
solution Φ,

P ({ω ∈ Ω : Ψt(ω) = Φt(ω) ∀t ≥ 0}) = 1.

Theorem 4.5. Let Assumption Sets 1, 2 and 3 hold. For any given F0−measurable Ψ0 : Ω → H,
there exists a unique strong solution of the equation (1).

Our approach to proving this comes from the following lemma.

Lemma 4.6. Let Φ0 : Ω → H be F0−measurable and suppose that Φ is a unique weak solution
of the equation (1) such that Φ is progressively measurable in V , and for P − a.e. ω, Φ·(ω) ∈
L∞ ([0, T ];H) ∩ L2 ([0, T ];V ). Then Φ is a unique strong solution of the equation (1).
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Proof. We first address the existence. It only needs to be justified that Φ satisfies the required
identity (1) in U . By definition of the weak solution, this identity is satisfied in H∗ and in fact the
only term failing to belong to U is

∫ t
0 A(s,Φs)ds, P − a.s.. However, the additional regularity in

Φ and Assumption 4.1 ensure that A(·,Φ·) belongs to L2 ([0, T ];U) P− a.s.; see, for example, [20]
Subsection 2.2, which justifies that the terms are well defined. This concludes the fact that Φ is a
strong solution. For uniqueness, suppose that Ψ is another strong solution. Then in particular Ψ
is a weak solution, from which uniqueness of weak solutions gives the result.

The rest of this section is dedicated to the proof of Theorem 4.5.

4.3 An Improved Uniform Estimate for the Galerkin System

We first assume that
Ψ0 ∈ L∞ (Ω;H) (58)

similarly to (13). In order to match the regularity of a strong solution, better estimates are required
for the Galerkin System introduced in Subsection 2.3. We recall the notation (18), (23), for the
unique strong solution Ψn of the equation (14), as well as introducing the corresponding notation
to (19) for the higher norm: for a function Φ ∈ C([0, t];H) ∩ L2([0, t];V ) we define the norm

‖Φ‖2HV,t := sup
r∈[0,t]

‖Φr‖2H +

∫ t

0
‖Φr‖2V dr (59)

making explicit the dependence on the time t.

Proposition 4.7. There exists a constant C, dependent on M but independent of n, such that

E ‖Ψn‖2
HV,τM,T+1

n
≤ C

[

E

(

‖Ψn
0‖2H

)

+ 1
]

. (60)

Proof. By equipping Vn with theH inner product, exactly as we saw for (26), we obtain the identity

∥

∥Ψn,M
r

∥

∥

2

H
= ‖Ψn

0‖2H + 2

∫ r

0
〈PnA(s,Ψn

s ),Ψ
n
s 〉H 1s≤τM,T+1

n
ds+

∫ r

0

∞
∑

i=1

‖PnGi(s,Ψ
n
s )‖2H 1s≤τM,T+1

n
ds

+ 2

∞
∑

i=1

∫ r

0

〈

PnGi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

H
dW i

s .

P − a.s. in R for all r ∈ [0, T ]. In the direction of Lemma 6.5, similarly to Proposition 3.7, let
0 ≤ θj < θk ≤ t be two arbitrary stopping times. By substituting in θj to the above, and then
subtracting this from the identity for any θj ≤ r ≤ t P− a.s., then we also have the equality

∥

∥Ψn,M
r

∥

∥

2

H
=
∥

∥

∥
Ψ

n,M
θj

∥

∥

∥

2

H
+ 2

∫ r

θj

(

〈PnA(s,Ψn
s ),Ψ

n
s 〉H +

∞
∑

i=1

‖PnGi(s,Ψ
n
s )‖2H

)

1

s≤τM,T+1
n

ds

+ 2

∞
∑

i=1

∫ r

θj

〈

PnGi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

H
dW i

s

P− a.s.. Invoking Assumption 4.2, (56), and immediately applying (37), we deduce the inequality

∥

∥Ψn,M
r

∥

∥

2

H
≤
∥

∥

∥
Ψ

n,M
θj

∥

∥

∥

2

H
+ c

∫ r

θj

1 +
∥

∥Ψ̌n
s

∥

∥

4

H
ds− γ

∫ r

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds

+ 2

∞
∑

i=1

∫ r

θj

〈

PnGi(s, Ψ̌
n
s ), Ψ̌

n
s

〉

H
dW i

s (61)
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having now assimilated the indicator function through the norms into the Ψ̌n, and noting that c
again depends on M (and the initial condition). We now take the absolute value of the stochastic
integral, followed by the supremum over r ∈ [θj, θk], then the expectation and immediately apply
the Burkholder-Davis-Gundy Inequality to see that

E

(

sup
r∈[θj ,θk]

∥

∥Ψn,M
r

∥

∥

2

H

)

+ γE

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds ≤ 2E

(

∥

∥

∥
Ψ

n,M
θj

∥

∥

∥

2

H

)

+ cE

∫ θk

θj

1 +
∥

∥Ψ̌n
s

∥

∥

4

H
ds

+ cE

(

∫ θk

θj

∞
∑

i=1

〈

PnGi(s, Ψ̌
n
s ), Ψ̌

n
s

〉2

H
ds

)
1

2

.

Now is the time to use the assumed (57), which gives us that for any choice of ε > 0,

E

(

sup
r∈[θj ,θk]

∥

∥Ψn,M
r

∥

∥

2

H

)

+ γE

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds ≤ 2E

(

∥

∥

∥
Ψ

n,M
θj

∥

∥

∥

2

H

)

+ cE

∫ θk

θj

1 +
∥

∥Ψ̌n
s

∥

∥

4

H
ds

+ cεE

(

∫ θk

θj

1 +
∥

∥Ψ̌n
s

∥

∥

6

H
ds

)
1

2

+ εE

(

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds

)
1

2

(62)

having used the simple property that (a+ b)1/2 ≤ a1/2 + b1/2. We now apply Young’s Inequality to
see that

(

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds

)
1

2

≤ 1

2

[

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds + 1

]

(63)

which can be plugged back into (62) for the choice ε := γ to see that

E

(

sup
r∈[θj ,θk]

∥

∥Ψn,M
r

∥

∥

2

H

)

+
γ

2
E

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds ≤ 2E

(

∥

∥

∥Ψ
n,M
θj

∥

∥

∥

2

H

)

+ cE

∫ θk

θj

1 +
∥

∥Ψ̌n
s

∥

∥

4

H
ds

+ cE

(

∫ θk

θj

1 +
∥

∥Ψ̌n
s

∥

∥

6

H
ds

)1

2

where c is dependent on γ, which is not meaningful. Taking out the constant integrals as a constant
for simplicity, we reach the inequality

E

(

sup
r∈[θj ,θk]

∥

∥Ψn,M
r

∥

∥

2

H

)

+
γ

2
E

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds ≤ 2E

(

∥

∥

∥
Ψ

n,M
θj

∥

∥

∥

2

H

)

+ c+ cE

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

4

H
ds

+ cE

(

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

H

∥

∥Ψ̌n
s

∥

∥

4

H
ds

) 1

2

.

We handle the last term just as we did in (29), also using that
∥

∥Ψ̌n
s

∥

∥

2

H
≤
∥

∥

∥
Ψ

n,M
s

∥

∥

∥

2

H
, to obtain

E

(

sup
r∈[θj ,θk]

∥

∥Ψn,M
r

∥

∥

2

H

)

+E

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

2

V
ds ≤ cE

(

∥

∥

∥Ψ
n,M
θj

∥

∥

∥

2

H

)

+ c+ cE

∫ θk

θj

∥

∥Ψ̌n
s

∥

∥

4

H
ds. (64)

where we have also scaled γ out of the inequality, through a depedence in c. Now we may apply
the Stochastic Grönwall lemma, Lemma 6.5, for the processes

φ =
∥

∥Ψ̌n
∥

∥

2

H
, ψ =

∥

∥Ψ̌n
∥

∥

2

V
, η =

∥

∥Ψ̌n
∥

∥

2

H
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noting that the bound (96) owes to τM,T+1
n , (18). The application of this result conclude the proof.

4.4 The Cauchy Property

Towards an application of Proposition 6.1 for the Galerkin System and τM,T
n as in (18) and used

throughout the paper, we verify (78) in this subsection.

Lemma 4.8. For arbitrary m < n, φn ∈ Vn, ψ
m ∈ Vm, define

A := 2 〈PnA(s, φn)− PmA(s, ψm), φn − ψm〉U +
∞
∑

i=1

‖PnGi(s, φ
n)− PmGi(s, ψ

m)‖2U

B :=

∞
∑

i=1

〈PnGi(s, φ
n)− PmGi(s, ψ

m), φn − ψm〉2U .

Then there exists a sequence (λm) with λm → ∞ such that

A ≤ cs

[

KU (φ
n, ψm) + ‖φn‖2H + ‖ψm‖2H

]

‖φn − ψm‖2U − γ

2
‖φn − ψm‖2H

+
cs

λm
KU (φ

n, ψm)
[

1 + ‖φn‖4H + ‖ψm‖4H + ‖φn‖2V + ‖ψm‖2V
]

; (65)

B ≤ cs

[

KU (φ
n, ψm) + ‖φn‖2H + ‖ψm‖2H

]

‖φn − ψm‖4U
+

cs

λm
KU (φ

n, ψm)
[

1 + ‖φn‖4H + ‖ψm‖4H
]

. (66)

Proof. We show the inequalities independently, starting with A through

A = 2 〈Pn [A(s, φn)−A(s, ψm)] + [Pn − Pm]A(s, ψm), φn − ψm〉U

+

∞
∑

i=1

‖Pn [Gi(s, φ
n)− Gi(s, ψ

m)] + [Pn − Pm]Gi(s, ψ
m)‖2U

≤ 2 〈Pn [A(s, φn)−A(s, ψm)] , φn − ψm〉U +

∞
∑

i=1

‖Pn [Gi(s, φ
n)− Gi(s, ψ

m)]‖2U

+ 2 〈[Pn − Pm]A(s, ψm), φn − ψm〉U +
∞
∑

i=1

‖[Pn − Pm]Gi(s, ψ
m)‖2U

+ 2

∞
∑

i=1

‖Pn [Gi(s, φ
n)− Gi(s, ψ

m)]‖U ‖[Pn − Pm]Gi(s, ψ
m)‖U

≤ 2 〈A(s, φn)−A(s, ψm), φn − ψm〉U +

∞
∑

i=1

‖Gi(s, φ
n)− Gi(s, ψ

m)‖2U

+ 2 〈A(s, ψm), [I − Pm]φn − ψm〉U +
∞
∑

i=1

‖Pn [I − Pm]Gi(s, ψ
m)‖2U

+ 2

∞
∑

i=1

‖Gi(s, φ
n)− Gi(s, ψ

m)‖U ‖Pn [I − Pm]Gi(s, ψ
m)‖U

=: α+ β + κ

29



having used that Pn is an orthogonal projection on U and PnPm = Pm. We look to show the
appropriate bounds on α, β and κ. For α we simply apply Assumption 3.2, (52). Moving on to β,
we use again that Pn is an orthogonal projection and the property (54) to see that

β ≤ 2

µm
‖A(s, ψm)‖U ‖φn − ψm‖H +

∞
∑

i=1

1

µ2m
‖Gi(s, ψ

m)‖2H̄ .

Through Young’s Inequality with a constant c dependent on γ, we can bound this further by

c

µ2m

(

‖A(s, ψm)‖2U +

∞
∑

i=1

‖Gi(s, ψ
m)‖2H̄

)

+
γ

2
‖φn − ψm‖2H

to which we apply Assumption 4.1, (55), to the bracketed term. As for κ, we have that

κ ≤
∞
∑

i=1

(‖Gi(s, φ
n)‖U + ‖Gi(s, ψ

m)‖U ) ‖[I − Pm]Gi(s, ψ
m)‖U

≤ cs

∞
∑

i=1

(‖Gi(s, φ
n)‖H̄ + ‖Gi(s, ψ

m)‖H̄) ‖[I − Pm]Gi(s, ψ
m)‖U

≤ cs

µm

∞
∑

i=1

(‖Gi(s, φ
n)‖H̄ + ‖Gi(s, ψ

m)‖H̄) ‖Gi(s, ψ
m)‖H̄

≤ cs

µm

∞
∑

i=1

(

‖Gi(s, φ
n)‖2H̄ + ‖Gi(s, ψ

m)‖2H̄
)

which we handle through (55) once more. Altogether then, with notation λm := min{µm, µ2m}, we
have that

A ≤ csKU (φ
n, ψm)

[

1 + ‖φn‖2H + ‖ψm‖2H
]

‖φn − ψm‖2U − γ ‖φn − ψm‖2H
+

cs

λm
KU (ψ

m)
[

1 + ‖ψm‖4H + ‖ψm‖2V
]

+
γ

2
‖φn − ψm‖2H

+
cs

λm

(

KU (φ
n)
[

1 + ‖φn‖4H + ‖φn‖2V
]

+ csKU (ψ
m)
[

1 + ‖ψm‖4H + ‖ψm‖2V
])

which compresses into (65). It remains to show the bound on B, which we approach in a similar
manner:

B =
∞
∑

i=1

〈Pn [Gi(s, φ
n)− Gi(s, ψ

m)] + [Pn − Pm]Gi(s, ψ
m), φn − ψm〉2U

≤ 2

∞
∑

i=1

(

〈Gi(s, φ
n)− Gi(s, ψ

m), φn − ψm〉2U + 〈[I − Pm]Gi(s, ψ
m), φn − ψm〉2U

)

.

The first term here is precisely what we have in (53). For the second we use that I − Pm is itself
an orthogonal projection in U , as well as the assumed (3) and (54):

〈[I − Pm]Gi(s, ψ
m), φn − ψm〉2U = 〈Gi(s, ψ

m), [I −Pm] (φn − ψm)〉2U
≤ cs

λm
KU (ψ

m)
[

1 + ‖ψm‖2H
]

‖φn − ψm‖2H

≤ cs

λm
KU (ψ

m)
[

1 + ‖φn‖4H + ‖ψm‖4H
]

which in total provides (66). We note that this is a coarse bound, though sufficient for our purposes.
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Proposition 4.9. For any m,n ∈ N with m < n, define the process Ψm,n by

Ψm,n
r (ω) := Ψn

r (ω)−Ψm
r (ω).

Then for the sequence (λj) proposed in Lemma 4.8 and m sufficiently large such that λm > 1, there
exists a constant C dependent on M but independent of m,n such that

E ‖Ψm,n‖2
UH,τM,T+1

m ∧τM,T+1
n

≤ C

[

E ‖Ψm,n
0 ‖2U +

1√
λm

]

(67)

and in particular,

lim
m→∞

sup
n≥m

[

E ‖Ψm,n‖2
UH,τM,T+1

m ∧τM,T+1
n

]

= 0. (68)

Proof. The proof uses very similar methods to those used in Proposition 4.7, this time relying on
Lemma 4.8 instead of Assumption 4.2. For any 0 ≤ r ≤ t, Ψm,n satisfies the identity

Ψ
m,n

r∧τM,T+1
m ∧τM,T+1

n
= Ψ

m,n
0 +

∫ r∧τM,T+1
m ∧τM,T+1

n

0
PnA(s,Ψn

s )− PmA(s,Ψm
s )ds

+

∞
∑

i=1

∫ r∧τM,T+1
m ∧τM,T+1

n

0
PnGi(s,Ψ

n
s )− PmGi(s,Ψ

m
s )dW i

s

P− a.s. in Vn. We thus apply Proposition 6.4 to this difference process, reaching the equality

∥

∥

∥
Ψ

m,n

r∧τM,T+1
m ∧τM,T+1

n

∥

∥

∥

2

U
= ‖Ψm,n

0 ‖2U + 2

∫ r∧τM,T+1
m ∧τM,T+1

n

0
〈PnA(s,Ψn

s )− PmA(s,Ψm
s ),Ψm,n

s 〉U ds

+

∫ r∧τM,T+1
m ∧τM,T+1

n

0

∞
∑

i=1

‖PnGi(s,Ψ
n
s )− PmGi(s,Ψ

m
s )‖2U ds

+ 2
∞
∑

i=1

∫ r∧τM,T+1
m ∧τM,T+1

n

0
〈PnGi(s,Ψ

n
s )− PmGi(s,Ψ

m
s ),Ψm,n

s 〉U dW i
s .

We introduce notation similar to (23), that is

Ψ̂m
· := Ψm

· 1·≤τM,T+1
m ∧τM,T+1

n
Ψ̂n

· := Ψn
· 1·≤τM,T+1

m ∧τM,T+1
n

Ψ̂m,n := Ψ̂n − Ψ̂m Ψm,n,M
· = Ψ

m,n

·∧τM,T+1
m ∧τM,T+1

n

and thus rewrite our equality as

∥

∥Ψm,n,M
r

∥

∥

2

U
= ‖Ψm,n

0 ‖2U + 2

∫ r

0
〈PnA(s,Ψn

s )− PmA(s,Ψm
s ),Ψm,n

s 〉U 1s≤τM,T+1
m ∧τM,T+1

n
ds

+

∫ r

0

∞
∑

i=1

‖PnGi(s,Ψ
n
s )− PmGi(s,Ψ

m
s )‖2U 1s≤τM,T+1

m ∧τM,T+1
n

ds

+ 2

∞
∑

i=1

∫ r

0

〈

PnGi(s, Ψ̂
n
s )− PmGi(s, Ψ̂

m
s ), Ψ̂m,n

s

〉

U
dW i

s .
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Identically to Proposition 4.7, we fix arbitrary stopping times 0 ≤ θj < θk ≤ t and have that for
any θj ≤ r ≤ t P− a.s.,

∥

∥Ψm,n,M
r

∥

∥

2

U
=
∥

∥

∥Ψ
m,n,M
θj

∥

∥

∥

2

U
+ 2

∫ r

θj

〈PnA(s,Ψn
s )− PmA(s,Ψm

s ),Ψm,n
s 〉U 1s≤τM,T+1

m ∧τM,T+1
n

ds

+

∫ r

θj

∞
∑

i=1

‖PnGi(s,Ψ
n
s )− PmGi(s,Ψ

m
s )‖2U 1s≤τM,T+1

m ∧τM,T+1
n

ds

+ 2
∞
∑

i=1

∫ r

θj

〈

PnGi(s, Ψ̂
n
s )− PmGi(s, Ψ̂

m
s ), Ψ̂m,n

s

〉

U
dW i

s .

holdsP−a.s.. Combining the time integrals and applying Lemma 4.8, (65), we deduce the inequality

∥

∥Ψm,n,M
r

∥

∥

2

U
≤
∥

∥

∥
Ψ

m,n,M
θj

∥

∥

∥

2

U
+ c

∫ r

θj

[

1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

H

]

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

U
− γ

2

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

H
ds

+
c

λm

∫ r

θj

[

1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

4

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

4

H
+
∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

V
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

V

]

ds

+ 2
∞
∑

i=1

∫ r

θj

〈

PnGi(s, Ψ̂
n
s )− PmGi(s, Ψ̂

m
s ), Ψ̂m,n

s

〉

U
dW i

s

again applying (37). All in one step we take the expectation, supremum over r ∈ [θj , θk], apply the
Burkholder-Davis-Gundy Inequality and employ Lemma 4.8, (66), to deduce that

E

(

sup
r∈[θj ,θk]

∥

∥Ψm,n,M
r

∥

∥

2

U

)

+
γ

2
E

∫ θk

θj

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

H

≤ 2E

(

∥

∥

∥Ψ
m,n,M
θj

∥

∥

∥

2

U

)

+ cE

∫ θk

θj

[

1 +
∥

∥

∥Ψ̂
m
s

∥

∥

∥

2

H
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

2

H

]

∥

∥

∥Ψ̂
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s
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∥

∥

2
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ds

+
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λm
E

∫ θk

θj
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∥

∥
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∥
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+
∥

∥
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∥
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∥

∥Ψ̂
m
s

∥

∥

∥

2
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∥

∥
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∥

∥

2

V
ds

+ cE

(

∫ θk

θj
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1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

H

]

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

4

U
ds

)
1

2

+
1√
λm
E

(

∫ θk

θj

1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

4

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

4

H
ds

)
1

2

where we have used that (a + b)
1

2 ≤ a
1

2 + b
1

2 in the last term. Applying Young’s Inequality as we
did for (63), and using that m is large enough so that λm ≥ 1 hence 1

λm
≤ 1√

λm
, we have that

E

(

sup
r∈[θj ,θk]

∥

∥Ψm,n,M
r

∥

∥

2

U

)

+
γ

2
E

∫ θk

θj

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

H

≤ 2E

(

∥

∥

∥Ψ
m,n,M
θj

∥

∥

∥

2

U

)

+ cE

∫ θk

θj

[

1 +
∥

∥

∥Ψ̂
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s

∥

∥

∥

2

H
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

2

H

]

∥

∥

∥Ψ̂
m,n
s

∥

∥

∥

2

U
ds

+
c√
λm

+
c√
λm
E

∫ θk

θj

∥

∥

∥Ψ̂
m
s

∥

∥

∥

4

H
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

4

H
+
∥

∥

∥Ψ̂
m
s

∥

∥

∥

2

V
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

2

V
ds

+ cE

(

∫ θk

θj

[

1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

H

]

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

4

U
ds

)
1

2

. (69)
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The property that
∫ T

0

∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

H
ds ≤ c, (70)

owing to the first hitting times and as used in Proposition 4.7, is of vital importance here. We
firstly control

c√
λm
E

∫ θk

θj

∥

∥

∥Ψ̂
m
s

∥

∥

∥

4

H
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

4

H
+
∥

∥

∥Ψ̂
m
s

∥

∥

∥

2

V
+
∥

∥

∥Ψ̂
n
s

∥

∥

∥

2

V
ds (71)

where we note that

c√
λm
E

∫ θk

θj

∥

∥

∥
Ψ̂m

s

∥

∥

∥

4

H
ds ≤ c√

λm
E

(

sup
r∈[0,T ]

∥

∥

∥
Ψ̂m

r

∥

∥

∥

2

H

∫ θk

θj

∥

∥

∥
Ψ̃m

s

∥

∥

∥

2

H
ds

)

≤ c√
λm
E

(

sup
r∈[0,T ]

∥

∥

∥
Ψ̂m

r

∥

∥

∥

2

H

)

where this expectation is bounded courtesy of Proposition 4.7. Using the same proposition for the
‖·‖2V terms, we ultimately bound (71) by c√

λm
. We estimate the final term in (69) as we did in

(29), which combined with the control on (71), reduces (69) to

E

(

sup
r∈[θj ,θk]

∥

∥Ψm,n,M
r

∥

∥

2

U

)

+E

∫ θk

θj

∥

∥

∥Ψ̂
m,n
s

∥

∥

∥

2

H

≤ cE

(

∥

∥

∥
Ψ

m,n,M
θj

∥

∥

∥

2

U

)

+ cE

∫ θk

θj

[

1 +
∥

∥

∥
Ψ̂m

s

∥

∥

∥

2

H
+
∥

∥

∥
Ψ̂n

s

∥

∥

∥

2

H

]

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

U
ds+

c√
λm

with similar seen in Proposition 4.7. An application of Lemma 6.5 then provides that

E

(

sup
r∈[0,T ]

∥

∥Ψm,n,M
r

∥

∥

2

U

)

+E

∫ T

0

∥

∥

∥
Ψ̂m,n

s

∥

∥

∥

2

H
≤ C

[

‖Ψm,n
0 ‖2U +

1√
λm

]

which gives (67). The next result, (68), follows from this as

‖Ψm,n
0 ‖2U = ‖(Pn − Pm)Ψ0‖2U = ‖Pn [(I − Pm)Ψ0]‖2U ≤ ‖(I − Pm)Ψ0‖2U

and the fact that the system (ak) forms an orthogonal basis of U .

4.5 Weak Equicontinuity

In this subsection, the remaining condition of Proposition 6.1, (79), is verified.

Lemma 4.10. Let θ be a stopping time and (δj) a sequence of stopping times which converge to 0
P− a.s.. Then

lim
j→∞

sup
n∈N

E

(

‖Ψn‖2
UH,(θ+δj)∧τM,T

n
− ‖Ψn‖2

UH,θ∧τM,T
n

)

= 0.

Proof. We look at the energy identity satisfied by Ψn up until the stopping time θ∧ τM,T
n and then

(θ + r) ∧ τM,T
n for some r ≥ 0. We have that

∥

∥

∥
Ψn

θ∧τM,T
n

∥

∥

∥

2

U
= ‖Ψn

0‖2U + 2

∫ θ∧τM,T
n

0
〈PnA (s,Ψn

s ) ,Ψ
n
s 〉U ds+

∫ θ∧τM,T
n

0

∞
∑

i=1

‖PnGi (s,Ψ
n
s )‖2U ds

+ 2

∫ θ∧τM,T
n

0
〈PnG (s,Ψn

s ) ,Ψ
n
s 〉U dWs
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and similarly for (θ + r) ∧ τM,T
n , from which the difference of the equalities gives

∥

∥

∥
Ψn

(θ+r)∧τM,T
n

∥

∥

∥

2

U
=
∥

∥

∥
Ψn

θ∧τM,T
n

∥

∥

∥

2

U
+ 2

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

〈PnA (s,Ψn
s ) ,Ψ

n
s 〉U ds

+

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

∞
∑

i=1

‖PnGi (s,Ψ
n
s )‖2U ds+ 2

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

〈PnG (s,Ψn
s ) ,Ψ

n
s 〉U dWs.

Handling the projections as we did in (26), and invoking (6), we reduce to

∥

∥

∥
Ψn

(θ+r)∧τM,T
n

∥

∥

∥

2

U
−
∥

∥

∥
Ψn

θ∧τM,T
n

∥

∥

∥

2

U
+ γ

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

‖Ψn
s ‖2H ds

≤ c

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

1ds+

∫ (θ+r)∧τM,T
n

θ∧τM,T
n

〈G (s,Ψn
s ) ,Ψ

n
s 〉U dWs.

where the constant c again depends on M , through (37). Taking expectation, the supremum over
r ∈ [0, δj ] and then using the Burkholder-Davis-Gundy Inequality,

E

[
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r∈[0,δj ]

∥

∥

∥
Ψn

(θ+r)∧τM,T
n

∥

∥

∥
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θ∧τM,T
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∥

2
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n

θ∧τM,T
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‖Ψn
s ‖2H ds

]
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∫ (θ+δj)∧τM,T
n

θ∧τM,T
n

1ds + cE

(

∫ (θ+δj)∧τM,T
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θ∧τM,T
n

∞
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i=1

〈Gi (s,Ψ
n
s ) ,Ψ

n
s 〉2U ds

)
1

2

.

We then use (7) and again control the U norm by a constant, achieving that

E

[
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∥

∥

∥
Ψn

(θ+r)∧τM,T
n

∥

∥

∥
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∥

∥
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θ∧τM,T
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∥
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n

θ∧τM,T
n

‖Ψn
s ‖2H ds

]

≤ cE

(

δj + δ
1

2

j

)

(72)

having also scaled out the γ. We now need to relate the expression on the left hand side with what
we are interested in, which is ‖Ψn‖2

UH,(θ+δj)∧τM,T
n

− ‖Ψn‖2
UH,θ∧τM,T

n
. We have that

‖Ψn‖2
UH,(θ+δj)∧τM,T

n
− ‖Ψn‖2

UH,θ∧τM,T
n

= sup
s∈[0,(θ+δj)∧τM,T

n ]

‖Ψn
s ‖2U − sup

s∈[0,θ∧τM,T
n ]

‖Ψn
s ‖2U +

∫ (θ+δj)∧τM,T
n
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s ‖2H ds
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‖Ψn
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∥

∥
Ψn
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∥

∥

2
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∥

∥
Ψn
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n

∥

∥

∥

2

U
. (73)

Indeed, we have that

sup
s∈[0,(θ+δj)∧τM,T

n ]

‖Ψn
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s∈[0,θ∧τM,T
n ]

‖Ψn
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s∈[θ∧τM,T
n ,(θ+δj)∧τM,T

n ]

‖Ψn
s ‖2U −

∥

∥

∥
Ψn

θ∧τM,T
n

∥

∥

∥

2

U

as the left hand side must equal either sup
s∈[0,θ∧τM,T

n ]
‖Ψn

s ‖2U or sup
s∈[θ∧τM,T

n ,(θ+δj)∧τM,T
n ]

‖Ψn
s ‖2U ,

both of which are greater than the subtracted term
∥

∥

∥Ψn
θ∧τM,T

n

∥

∥

∥

2

U
. Appreciating that

sup
s∈[θ∧τM,T

n ,(θ+δj)∧τM,T
n ]

‖Ψn
s ‖2U = sup

r∈[0,δj ]

∥

∥

∥
Ψn

(θ+r)∧τM,T
n

∥

∥

∥

2

U
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then yields the claim (73), which in combination with (72) grants that

E

[

‖Ψn‖2
UH,(θ+δj)∧τM,T

n
− ‖Ψn‖2

UH,θ∧τM,T
n

]

≤ cE

(

δj + δ
1

2

j

)

.

To conclude the proof we simply note that δj + δ
1

2

j is P − a.s. monotone decreasing (as j → ∞)
and convergent to 0. The Monotone Convergence Theorem thus justifies that the limit as j → ∞
of the right hand side is zero, so the result is shown.

4.6 Existence and Uniqueness of Strong Solutions

We now have all of the ingredients needed to apply Proposition 6.1. In this subsection, we fix Ψ

to be the unique weak solution of the equation (1) for the initial condition fixed in (58), known to
exist from Theorem 3.5.

Proposition 4.11. For any R > 0, there exists a subsequence indexed by (mj) and a constant
M > 1 such that the stopping time

τR,T := T ∧ inf

{

s ≥ 0 : sup
r∈[0,s]

‖Ψr‖2U +

∫ s

0
‖Ψr‖2H dr ≥ R

}

satisfies the property τR,T ≤ τ
M,T
mj for all mj P− a.s..

Proof. This comes from a direct application of Lemma 6.1, for the Banach SpaceXt := C ([0, t];U)∩
L2 ([0, t];H) equipped with norm ‖·‖UH,t. The conditions (78) and (79) are given in Proposition 4.9
and Lemma 4.10. The only component in need of proof is that the limiting process Φ we achieve

from Lemma 6.1 is in fact Ψ. We are given that (Ψmj ) converges to Ψ in L2
(

[0, τM,T
∞ ];H

)

which

is a stronger convergence (up to τ
M,T
∞ ) than what we had in Theorem 2.15, which was used to

show that the limit process was a weak solution of the equation (1). Hence in the same manner
as Proposition 2.18, we see that Φ must be a local weak solution as well, up until the stopping
time τM,T

∞ , so from the uniqueness of weak solutions we must have that Φ is in fact equal to Ψ on
[0, τM,T

∞ ], which is sufficient for the result.

This allows us to deduce the additional regularity required for Ψ to be a strong solution.

Proposition 4.12. The process Ψ is progressively measurable in V and such that for P − a.e. ω,
Ψ·(ω) ∈ L∞ ([0, T ];H) ∩ L2 ([0, T ];V ).

Proof. Propositions 4.7 and 4.11 together imply that, for any R > 0,

E

[

sup
r∈[0,τR,T ]

∥

∥Ψ
mj
r

∥

∥

2

1
+

∫ τR,T

0

∥

∥Ψ
mj
r

∥

∥

2

2
dr

]

≤ CR

where CR now incorporates ‖Ψ0‖2L∞(Ω;H) and shows the dependency on M in terms of R. We

also note use of (2) in this deduction. In consequence the sequence of processes (Ψ
mj
· 1·≤τR,T ) is

uniformly bounded in both L2 (Ω;L∞ ([0, T ];H)) and L2
(

Ω;L2 ([0, T ];V )
)

. We can deduce the exis-
tence of a subsequence which is weakly convergent in the Hilbert Space L2

(

Ω;L2 ([0, T ];V )
)

to some
Φ̌, but we may also identify L2 (Ω;L∞ ([0, T ];H)) with the dual space of L2

(

Ω;L1 ([0, T ];H)
)

and as
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such from the Banach-Alaoglu Theorem we can extract a further subsequence which is convergent to
some Φ̂ in the weak* topology. These limits imply convergence to both Φ̌ and Φ̂ in the weak topol-
ogy of L2

(

Ω;L2 ([0, T ];H)
)

. However, we know that (Ψ
mj
· 1·≤τR,T ) converges toΨ·1·≤τR,T P−a.s. in

L2 ([0, T ];H) from Lemma 6.1, and from the Dominated Convergence Theorem (domination comes

easily from 1·≤τR,T , τR,T ≤ τ
M,T
mj ) then in fact the convergence holds in L2

(

Ω̃;L2 ([0, T ];H)
)

.

Of course the same convergence then holds in the weak topology, and by uniqueness of limits in
the weak topology then Ψ·1·≤τR,T = Φ̌ = Φ̂ as elements of L2

(

Ω;L2 ([0, T ];H)
)

, so they agree
P × λ − a.s.. Thus for P − a.e. ω, Ψ·(ω)1·≤τR,T (ω) ∈ L∞ ([0, T ];H) ∩ L2 ([0, T ];V ). At each such
ω the regularity of Ψ as a weak solution ensures that for sufficiently large R (dependent on ω),
τR,T (ω) = T . Therefore for P− a.e. ω , Ψ·(ω) ∈ L∞ ([0, T ];H) ∩ L2 ([0, T ];V ).

The progressive measurability is justified similarly; for any t ∈ [0, T ], we can use the progressive
measurability of (Ψmj ) and hence (Ψ

mj
· 1·≤τR,T ) to instead deduce Ψ·1·≤τR,T as the weak limit

in L2 (Ω× [0, t];V ) where Ω × [0, t] is equipped with the Ft × B ([0, t]) sigma-algebra. Therefore
Ψ·1·≤τR,T : Ω× [0, t] → V is measurable with respect to this product sigma-algebra which justifies
the progressive measurability of the truncated process. To carry this property over to Ψ, we
recognise Ψ as the P× λ almost everywhere limit of the sequence (Ψ·1·≤τR,T ) as R→ ∞ over the
product space Ω× [0, t] equipped with product sigma-algebra Ft ×B ([0, t]). Such a limit preserves
the measurability in this product sigma-algebra, justifying the progressive measurability of Ψ.

Applying Lemma 4.6 in conjunction with Proposition 4.12 now proves Theorem 4.5 in the case
of a bounded initial condition (58). Extending this result to a general F0−measurable Ψ0 : Ω → H

is done exactly as we did for the weak solution in Subsection 3.3, so we do not repeat these steps
and conclude the proof of Theorem 4.5 here.

4.7 Continuity?

We close this section with a somewhat more informal discussion around the pathwise continuity
of the strong solution Ψ in H. One may well have expected this to appear in the definition of
the strong solution, though it seems challenging to verify and additional assumptions that could
facilitate it are perhaps too restrictive. A first result is given now.

Lemma 4.13. Let Assumption Sets 1, 2 and 3 hold. Suppose that there exists a continuous bilinear
form 〈·, ·〉U×V : U × V → R such that for every f ∈ H, φ ∈ V ,

〈f, φ〉U×V = 〈f, φ〉H .

Then for P− a.e. ω, Ψ·(ω) ∈ Cw ([0, T ];H).

Proof. Fixing arbitrary φ ∈ V , Ψ satisfies the identity

〈Ψt, φ〉U×V = 〈Ψ0, φ〉U×V +

〈∫ t

0
A(s,Ψs)ds, φ

〉

U×V

+

〈∫ t

0
G(s,Ψs)dWs, φ

〉

U×V

P− a.s. for all t ∈ [0, T ], and by continuity of the bilinear form,

〈Ψt, φ〉U×V = 〈Ψ0, φ〉U×V +

∫ t

0
〈A(s,Ψs), φ〉U×V ds +

∫ t

0
〈G(s,Ψs), φ〉U×V dWs.
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We want to use that 〈Ψt, φ〉U×V = 〈Ψt, φ〉H , but it is not yet clear that Ψt ∈ H P − a.s. for all
t ∈ [0, T ]. It can, in fact, be verified by a very similar process to the proof of Proposition 4.12.
To show this let us fix any t ∈ [0, T ]. For P − a.e. ω, Ψ·(ω) ∈ L∞ ([0, T ];H) thus for a countable
dense subset (tn) of [0, T ], Ψtn(ω) ∈ H and such that ‖Ψtn(ω)‖H ≤ c independent of n. We choose
now any sequence (tk) which converges to t. The sequence (Ψtk(ω)) is uniformly bounded in H,
so admits a weakly convergent subsequence to a limit ψ. However, as Ψ·(ω) ∈ C ([0, T ];U) then
(Ψtk(ω)) is strongly hence weakly convergent to Ψt(ω) in U , so by uniqueness of limits in the weak
topology then Ψt(ω) = ψ and in particular Ψt(ω) ∈ H. Thus, P− a.s. for all t ∈ [0, T ],

〈Ψt, φ〉H = 〈Ψ0, φ〉U×V +

∫ t

0
〈A(s,Ψs), φ〉U×V ds+

∫ t

0
〈G(s,Ψs), φ〉U×V dWs

so that 〈Ψt, φ〉H is P−a.s. continuous. This is not quite enough for weak continuity, as we instead
require that 〈Ψt, f〉H is P − a.s. continuous for any f ∈ H, not just any φ ∈ V . From this point,
though, we can extend the continuity to f by the density of V in H, identically to the end of the
proof of Proposition 2.18.

Pathwise continuity of Ψ in H would now follow from only pathwise continuity of the norm
‖Ψ·‖H , see e.g. [20] Lemma 1.5.3. A popular way to show such a property is through Kolmogorov’s
Continuity Theorem, by verifying that there exists a constant C such that for all s < t ∈ [0, T ],

E

(

∣

∣

∣‖Ψt‖2H − ‖Ψs‖2H
∣

∣

∣

4
)

≤ C(t− s)2

which is the typical choice of parameters to apply Kolmogorov’s Continuity Theorem for a Brownian
Motion and related SDEs. Our assumptions don’t quite allow us to show this, even at the level
of the Galerkin System: the issue arises in the V -norm dependence in (57), which is necessary to
have for applications in the case of Navier Boundary Conditions as seen in Theorem 5.4. There is,
however, a simpler case where continuity can be deduced.

Lemma 4.14. Let Assumption Sets 1, 2 and 3 hold. Suppose that there exists a continuous bilinear
form 〈·, ·〉U×V : U × V → R such that for every f ∈ H, φ ∈ V ,

〈f, φ〉U×V = 〈f, φ〉H .

In addition, suppose that H̄ can be taken as H. Then for P− a.e. ω, Ψ·(ω) ∈ C ([0, T ];H).

Proof. This is now a direct application of Proposition 6.4.

5 Applications: Stochastic Navier-Stokes Equations

We present applications of our framework for the Navier-Stokes Equation under Stochastic Advec-
tion by Lie Transport (SALT) proposed in [29], given by

ut = u0 −
∫ t

0
Lusus ds + ν

∫ t

0
∆us ds+

∫ t

0
B(us) ◦ dWs −∇ρt (74)

where u represents the fluid velocity, ρ the pressure5, L represents the nonlinear term and B is a
first order differential operator (the SALT Operator). A complete introduction to this equation is

5The pressure term is a semimartingale, and an explicit form for the SALT Euler Equation is given in [54]
Subsection 3.3
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given in [22], with full technical details that are glossed over here, although we note that our results
can be applied for a variety of additive, multiplicative and transport noise structures. The choice
of SALT noise is particularly challenging and demonstrates the efficacy of our framework. Intrinsic
to this stochastic methodology is that B is defined relative to a collection of functions (ξi) which
physically represent spatial correlations. These (ξi) can be determined at coarse-grain resolutions
from finely resolved numerical simulations, and mathematically are derived as eigenvectors of a
velocity-velocity correlation matrix (see [7, 8, 9]). Indeed, this operator B is given by the actions
of its components Bi on a vector field φ by

Bi : φ 7→
N
∑

j=1

(

ξ
j
i ∂jφ+ φj∇ξji

)

in N -dimensions, where the superscript denotes the jth component mapping. We note this is
the sum of a classical transport term and a zeroth-order term. The equation (74) is posed on
a smooth bounded domain O ⊂ R

N , and we introduce the notation C∞
0,σ to be the subspace of

C∞
0

(

O;RN
)

consisting of divergence-free functions, which is to say those φ ∈ C∞
0

(

O;RN
)

such

that
∑N

j=1 ∂jφ
j = 0. Following this, we define L2

σ as the closure of C∞
0,σ in L2

(

O;RN
)

, and the

Leray Projector P as the orthogonal projection in L2
(

O;RN
)

onto L2
σ.

To study this equation more freely, we commit two manipulations of (74); the first is to project
via P, and the second is to convert to Itô Form. With this, we arrive at

ut = u0 −
∫ t

0
PLusus ds+ ν

∫ t

0
P∆us ds+

1

2

∫ t

0

∞
∑

i=1

PB2
i usds +

∫ t

0
PB(us)dWs (75)

which is now in the form of (1). We emphasise again that a thorough overview of this process is
given in [22]. Applications of our framework for different dimensions and boundary conditions are
given below.

5.1 No-Slip Boundary Condition

Let us impose the boundary condition u = 0 on ∂O; this is the so-called no-slip boundary condition.
We define the space W 1,2

σ as the closure of C∞
0,σ in W 1,2

(

O;RN
)

, and W 2,2
σ as the intersection of

W 2,2
(

O;RN
)

with W 1,2
σ . Indeed functions in W 1,2

σ satisfy both the divergence-free and zero-trace
conditions, so the incompressibility and boundary constraints are embedded into this function
space. The functional framework of Subsection 1.3 is satisfied for the spaces

V := W 2,2
σ , H :=W 1,2

σ , U := L2
σ

and the system (ak) of eigenfunctions of the Stokes Operator −P∆. The mappings PL, P∆ are

understood from W
1,2
σ into

(

W
1,2
σ

)∗
by the duality pairings for f, g ∈W

1,2
σ of

〈PLff, g〉(W 1,2
σ )

∗×W 1,2
σ

= 〈Lff, g〉L6/5×L6

〈P∆f, g〉(W 1,2
σ )

∗×W 1,2
σ

= −〈f, g〉1

where 〈·, ·〉1 represents the homogeneous W 1,2 inner product, which is to say without the L2 com-
ponent. As a direct application of Theorem 2.7, we can obtain the following.
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Theorem 5.1. Let N = 2 or 3, u0 ∈ L∞ (Ω;L2
σ

)

be F0−measurable, (ξi) ∈ W
1,2
σ ∩W 2,∞ with

∑∞
i=1 ‖ξi‖

2
W 2,∞ < ∞. Then there exists a filtered probability space

(

Ω̃, F̃ , (F̃t), P̃
)

, a Cylindrical

Brownian Motion W̃ over U with respect to
(

Ω̃, F̃ , (F̃t), P̃
)

, an F0−measurable ũ0 : Ω̃ → U with

the same law as u0, and a progressively measurable process ũ in W
1,2
σ such that for P̃ − a.e. ω̃,

ũ·(ω) ∈ L∞ ([0, T ];L2
σ

)

∩ Cw

(

[0, T ];L2
σ

)

∩ L2
(

[0, T ];W 1,2
σ

)

and

ũt = ũ0 −
∫ t

0
PLũs ũs ds+ ν

∫ t

0
P∆ũs ds+

1

2

∫ t

0

∞
∑

i=1

PB2
i ũsds+

∫ t

0
PB(ũs)dW̃s

holds P̃− a.s. in
(

W
1,2
σ

)∗
for all t ∈ [0, T ].

In fact we can do better in 2D, as an application of Theorem 3.5.

Theorem 5.2. Let N = 2, u0 : Ω → L2
σ be F0−measurable, (ξi) ∈W

1,2
σ ∩W 2,∞ with

∑∞
i=1 ‖ξi‖

2
W 2,∞ <

∞. Then there exists a progressively measurable process u in W
1,2
σ such that for P − a.e. ω̃,

u·(ω) ∈ C
(

[0, T ];L2
σ

)

∩ L2
(

[0, T ];W 1,2
σ

)

and (75) holds P− a.s. in
(

W
1,2
σ

)∗
for all t ∈ [0, T ].

These results are proven in [23] Theorems 1.9 and 1.10, stated slightly differently although
Lemma 3.9 connects the definitions. Whilst these results are not new, they are very recent and
our framework provides an efficient way to obtain them. The existence of strong solutions in 2D
is far more challenging, however, and remains unsolved. Towards a success, we note the necessity
of considering an extension H̄ of H in Assumption Set 3, Subsection 4.1. The Leray Projector P
does not preserve the zero-trace property, so PBi does not map from W

2,2
σ into W 1,2

σ , but instead
an extended space W̄ 1,2

σ defined as the intersection of W 1,2 with L2
σ. This is again a Hilbert Space

with 〈·, ·〉1 inner product; see [21] Subsection 1.2.

Nevertheless, we are still unable to verify (54) and Assumption 4.2. This owes to the fact that Pn

is self-adjoint only on W 1,2
σ and not W̄ 1,2

σ , leaving us stuck with the finite dimensional projection in
a way which offers no clear solution. The situation is different for the Navier boundary conditions.

5.2 Navier Boundary Conditions

In two spatial dimensions we can impose different boundary conditions for (75), namely the Navier
boundary conditions. These are defined on ∂O by

u · n = 0, 2(Du)n · ι+ αu · ι = 0 (76)

where n is the unit outwards normal vector, ι the unit tangent vector, Du is the rate of strain tensor
(Du)k,l := 1

2

(

∂ku
l + ∂lu

k
)

and α ∈ C2(∂O;R) represents a friction coefficient which determines the
extent to which the fluid slips on the boundary relative to the tangential stress. These conditions
were first proposed by Navier in [44, 45], and have been derived in [42] from the kinetic theory of
gases and in [41] as a hydrodynamic limit. Furthermore these conditions have proven viable for
modelling rough boundaries as seen in [2, 18, 50]. To fit the framework of this paper we again have
to embed the boundary conditions into useful function spaces. We shall use the space W̄ 1,2

σ , which
was the intersection of W 1,2 with L2

σ, and contains the divergence-free and impermeable boundary
condition (that u · n = 0). The remaining component of (76) has to be included at the W 2,2 level,

39



as we are concerned with the trace of a derivative which needs more than W 1,2 regularity to be
understood in the usual sense. Thus, we define

W̄ 2,2
α :=

{

f ∈W 2,2(O;R2) ∩ W̄ 1,2
σ : 2(Df)n · ι+ αf · ι = 0 on ∂O

}

.

Of course this space does not appear in the definition of a weak solution, so it is perhaps unclear
how the boundary conditions (76) inform the weak solution. The answer comes from how to extend
the Stokes Operator −P∆ to W̄ 1,2

σ . In [32] equation (5.1), c.f. [21] Lemma 1.4, it is verified that
for φ ∈ W̄ 2,2

α , f ∈ W̄
1,2
σ ,

〈P∆φ, f〉L2 = −〈φ, f〉1 + 〈(κ− α)φ, f〉L2(∂O;R2)

where κ : ∂O → R represents the curvature of the boundary. Therefore, for each α as in (76), we

extend the Stokes Operator from W̄
2,2
α to W̄ 1,2

σ as a mapping into
(

W̄
1,2
σ

)∗
by the duality pairing

for g, f ∈ W̄
1,2
σ of

〈P∆g, f〉(W̄ 1,2
σ )

∗×W̄ 1,2
σ

= −〈g, f〉1 + 〈(κ− α)g, f〉L2(∂O;R2) .

The nonlinear term requires no special attention to be understood in the weak sense, similarly to
the no-slip boundary condition. We equip W̄ 2,2

α with the inner product 〈f, g〉2 := 〈P∆f,P∆g〉L2

which is equivalent to the standard W 2,2 inner product (see [21] Lemma 1.2), and W̄ 1,2
σ with the

〈·, ·〉1 inner product. Then as a direct application of Theorem 3.5 we obtain the following.

Theorem 5.3. Let α ∈ C2(∂O;R), u0 : Ω → L2
σ be F0−measurable, (ξi) ∈ W

1,2
σ ∩ W 2,∞ with

∑∞
i=1 ‖ξi‖

2
W 2,∞ < ∞. Then there exists a progressively measurable process u in W̄ 1,2

σ such that for

P − a.e. ω̃, u·(ω) ∈ C
(

[0, T ];L2
σ

)

∩ L2
(

[0, T ]; W̄ 1,2
σ

)

and (75) holds P − a.s. in
(

W̄
1,2
σ

)∗
for all

t ∈ [0, T ].

This result is given in [21] Theorem 1.14, and a strong existence result is proven as Theorem
1.15 in the same paper. For this, we need to make some adjustments; to verify Assumption 4.2
we cannot use the 〈·, ·〉1 inner product for H as this leads to an uncontrollable boundary integral.
Instead, we have to manufacture a more reasonable boundary integral into our inner product. Thus,
we instead equip W̄ 1,2

σ with

〈f, g〉H := 〈f, g〉1 + 〈(κ− α)f, g〉L2(∂O;R2)

which is an inner product equivalent to the usual W 1,2 form when α ≥ κ everywhere on ∂O. This
requirement appears in the result, obtainable through Theorem 4.5.

Theorem 5.4. Let α ∈ C2(∂O;R) be such that α ≥ κ, u0 : Ω → W̄
1,2
σ be F0−measurable,

(ξi) ∈ L2
σ ∩W 3,2

0 ∩W 3,∞ with
∑∞

i=1 ‖ξi‖
2
W 3,∞ < ∞. Then there exists a progressively measurable

process u in W̄
2,2
α such that for P − a.e. ω̃, u·(ω) ∈ C

(

[0, T ]; W̄ 1,2
σ

)

∩ L2
(

[0, T ]; W̄ 2,2
α

)

and (75)

holds P− a.s. in L2
σ for all t ∈ [0, T ].

We note use of Lemma 4.14 here, as in this case, the extension H̄ of H in Assumption Set 3, Sub-
section 4.1, can simply be W̄ 1,2

σ itself. In addition, it should be noted that the requirement α ≥ κ is
rather reasonable; at least heuristically, as α grows large then u·ι = 0 dominates the second identity
of (76), which would then result in the traditional no-slip condition. Given the wide acceptance of
the no-slip condition, deviation from it with Navier boundary conditions is only expected for large
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α. A rigorous result regarding the convergence of solutions to the deterministic Navier-Stokes equa-
tion with Navier boundary conditions to the no-slip solution for α→ ∞ is available in [32] Section 9.

Of course this invites the question as to how the Navier boundary conditions solve the issue of Pn

present for the no-slip case. More detail is given in the conclusion of [21], but in essence, this owes
to the fact that the basis of eigenfunctions of the Stokes Operator satisfying the Navier boundary
conditions are dense in the range of the Leray Projector in W 1,2. That is, these eigenfunctions
form a basis of W̄ 1,2

σ instead of W 1,2
σ , so the Leray Projector mapping only into W̄

1,2
σ is now

non-problematic.

6 Appendix

6.1 The Cauchy Result

Proposition 6.1. Fix T > 0. For t ∈ [0, T ] let Xt denote a Banach Space with norm ‖·‖X,t such
that for all s > t, Xs −֒→ Xt and ‖·‖X,t ≤ ‖·‖X,s. Suppose that (Ψn) is a sequence of processes

Ψn : Ω 7→ XT , ‖Ψn‖X,· is adapted and P − a.s. continuous, Ψn ∈ L2 (Ω;XT ), and such that
supn ‖Ψn‖X,0 ∈ L∞ (Ω;R). For any given M > 1 define the stopping times

τM,T
n := T ∧ inf

{

s ≥ 0 : ‖Ψn‖2X,s ≥M + ‖Ψn‖2X,0

}

. (77)

Furthermore suppose

lim
m→∞

sup
n≥m

E

[

‖Ψn −Ψm‖2
X,τM,t

m ∧τM,t
n

]

= 0 (78)

and that for any stopping time γ and sequence of stopping times (δj) which converge to 0 P− a.s.,

lim
j→∞

sup
n∈N

E

(

‖Ψn‖2
X,(γ+δj)∧τM,T

n
− ‖Ψn‖2

X,γ∧τM,T
n

)

= 0. (79)

Then there exists a stopping time τM,T
∞ , a process Ψ : Ω 7→ X

τM,T
∞

whereby ‖Ψ‖
X,·∧τM,T

∞
is adapted

and P− a.s. continuous, and a subsequence indexed by (mj) such that

• τ
M,T
∞ ≤ τ

M,T
mj P− a.s.,

• limj→∞ ‖Ψ−Ψmj‖
X,τM,T

∞
= 0 P− a.s..

Moreover for any R > 0 we can choose M to be such that the stopping time

τR,T := T ∧ inf
{

s ≥ 0 : ‖Ψ‖2
X,s∧τM,T

∞
≥ R

}

(80)

satisfies τR,T ≤ τ
M,T
∞ P− a.s.. Thus τR,T is simply T ∧ inf

{

s ≥ 0 : ‖Ψ‖2X,s ≥ R
}

.

Remark 6.2. A consequence of the properties that supn ‖Ψn‖X,0 ∈ L∞ (Ω;R) and
limj→∞ ‖Ψ−Ψmj‖

X,τM,T
∞

= 0 P− a.s. is that ‖Ψ‖X,0 ∈ L∞ (Ω;R). Therefore for

R >
∥

∥

∥
‖Ψ‖X,0

∥

∥

∥

L∞(Ω;R)
we have that τR,T is P−a.s. positive, hence so too is τM,T

∞ for appropriately

chosen M .

41



Proof. Property (78) implies that for any given j ∈ N we can choose an nj ∈ N such that for all
k ≥ nj,

E

(

∥

∥

∥
Ψk −Ψnj

∥

∥

∥

2

X,τM,t
nj

∧τM,t
k

)

≤ 2−4j . (81)

We shall make use of delicate manipulations of the subsequence indexed by (nj), and for this we
introduce a new sequence of stopping times. We now impose that

M > 2 +

∥

∥

∥

∥

sup
n∈N

‖Ψn‖2X,0

∥

∥

∥

∥

L∞(Ω;R)

and define

M̃2 :=

M −
∥

∥

∥supn∈N ‖Ψn‖2X,0

∥

∥

∥

L∞(Ω;R)

2
> 1.

The purpose of this is to define

σMj := T ∧ inf
{

s > 0 : ‖Ψnj‖X,s ≥ (M̃ − 1 + 2−j) + ‖Ψnj‖X,0

}

and ensure that σMj ≤ τ
M,T
nj at every ω. Note the key difference in not squaring the norm, and also

that M̃ > 1 so each σMj is necessarily positive. To demonstrate the inequality, it is sufficient to
show that, P− a.s.,

(

(M̃ − 1 + 2−j) + ‖Ψnj‖X,0

)2
≤M + ‖Ψnj‖2X,0 (82)

or more easily
(

M̃ + ‖Ψnj‖X,0

)2
≤M + ‖Ψnj‖2X,0 .

This is possible as

(

M̃ + ‖Ψnj‖X,0

)2
≤ 2M̃2 + 2 ‖Ψnj‖2X,0 =M −

∥

∥

∥

∥

sup
n

‖Ψn‖2X,0

∥

∥

∥

∥

L∞(Ω;R)

+ 2 ‖Ψnj‖2X,0

≤M + ‖Ψnj‖2X,0 .

The property (82) is thus verified, so σMj ≤ τ
M,T
nj and hence the subsequence (Ψnj ) enjoys the same

properties up until the corresponding σMj . In particular from (81),

E

(

‖Ψnj+1 −Ψnj‖X,σM
j ∧σM

j+1

)

≤
[

E

(

‖Ψnj+1 −Ψnj‖2X,σM
j ∧σM

j+1

)]
1

2 ≤ 2−2j , (83)

hence in defining the sets

Ωj :=
{

ω ∈ Ω : ‖Ψnj+1(ω)−Ψnj (ω)‖X,σM
j (ω)∧σM

j+1
(ω) < 2−(j+2)

}

(84)

we have, by Chebyshev’s Inequality and (83),

P
(

ΩC
j

)

≤ 2j+2
E

(

‖Ψnj+1 −Ψnj‖X,σM
j ∧σM

j+1

)

≤ 2−j+2.

We have, therefore, that
∞
∑

j=1

P
(

ΩC
j

)

<∞
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from which we see

P





∞
⋂

K=1

∞
⋃

j=K

ΩC
j



 = 0

courtesy of Borel-Cantelli. It then follows that the set

Ω̂ :=
∞
⋃

K=1

∞
⋂

j=K

Ωj

is such that P(Ω̂) = 1 so that in verifying P− a.s. properties, we can in fact simply show that they
hold everywhere on Ω̂. More precisely, we also take Ω̂ to be such that every ‖Ψnj‖X,· is continuous

on Ω̂, which is only a further countable intersection of full measure sets. We proceed by considering
the sets

Ω̂K :=

∞
⋂

j=K

Ωj

with the idea to just show such properties on Ω̂K for all K (as their union makes up Ω̂). We look
to construct a new stopping time σM∞ (which will prove to be the desired τM,T

∞ ) given as the P−a.e.
limit of (σMj ), built from demonstrating that (σMj ) is monotone decreasing everywhere on Ω̂K for
all K. In other words we show that for sufficiently large j (in fact, just j ≥ K) that the set

Γ := {σMj < σMj+1} ∩ Ω̂K (85)

is empty. Firstly we observe from the strict inequality σMj < σMj+1 on this set that σMj < T , implying
that

σMj = inf
{

s > 0 : ‖Ψnj‖X,s ≥ (M̃ − 1 + 2−j) + ‖Ψnj‖X,0

}

so by the continuity of ‖Ψnj‖X,·,

‖Ψnj‖X,σM
j

= (M̃ − 1 + 2−j) + ‖Ψnj‖X,0 . (86)

Using the definition of Ωj, (84), for j ≥ K, we have that

‖Ψnj‖X,σM
j ∧σM

j+1
− ‖Ψnj+1‖X,σM

j ∧σM
j+1

≤ ‖Ψnj+1 −Ψnj‖X,σM
j ∧σM

j+1
< 2−(j+2) (87)

and also
‖Ψnj+1‖X,0 − ‖Ψnj‖X,0 ≤ ‖Ψnj+1 −Ψnj‖X,0 < 2−(j+2). (88)

Combining (86), (87) and (88), whilst using that σMj < σMj+1, we see that

‖Ψnj+1‖X,σM
j ∧σM

j+1
> ‖Ψnj‖X,σM

j ∧σM
j+1

− 2−(j+2)

= ‖Ψnj‖X,σM
j

− 2−(j+2)

= ‖Ψnj‖X,0 + (M̃ − 1 + 2−j)− 2−(j+2)

> ‖Ψnj+1‖X,0 − 2−(j+2) + (M̃ − 1 + 2−j)− 2−(j+2)

= ‖Ψnj+1‖X,0 + (M̃ − 1 + 2−(j+1)), (89)

where in the last line we have used the manipulation

−2−(j+2) − 2−(j+2) + 2−j = −2−j−1 + 2−j = 2−j
(

−2−1 + 1
)

= 2−j
(

2−1
)

= 2−(j+1).
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The hard work is done in showing that the set Γ defined in (85) is empty, as on this set note that

‖Ψnj+1‖X,σM
j ∧σM

j+1
≤ ‖Ψnj+1‖X,σM

j+1
≤ ‖Ψnj+1‖X,0 + (M̃ − 1 + 2−(j+1)),

which contradicts (89), hence Γ must be empty. Thus on every Ω̂K , and furthermore the whole of
Ω̂, the sequence (σMj ) is eventually monotone decreasing (and bounded below by 0). Furthermore

we define σM∞ as the pointwise limit limj→∞ σMj on Ω̂, which must itself be a stopping time as the

P−a.s. limit of stopping times. As mentioned this shall prove to be our τM,T
∞ , and for the existence

of Ψ we show that on Ω̂ the subsequence (Ψnj ) is Cauchy in XσM
∞
. Every ω ∈ Ω̂ belongs to Ω̂K for

some K, and furthermore to Ω̂L for all L > K. We fix arbitrary ω ∈ Ω̂ and select an associated K.
At this ω, for any j > k ≥ K, observe that

‖Ψnj −Ψnk‖X,σM
∞

= ‖Ψnj −Ψnk+1 +Ψnk+1 −Ψnk‖X,σM
∞

≤ ‖Ψnj −Ψnk+1‖X,σM
∞

+ ‖Ψnk+1 −Ψnk‖X,σM
∞

≤ ‖Ψnj −Ψnk+1‖X,σM
∞

+ 2−(k+2)

≤
j
∑

l=k

2−(l+2)

≤ 2−(k+1)

having carried out an inductive argument in the penultimate step. We are thus free to take K
large enough so that this difference is arbitrarily small; therefore there exists a limit in the Banach
Space XσM

∞
, which we call Ψ. The process ‖Ψ‖X,·∧σM

∞
is adapted and P− a.s. continuous, as

sup
r∈[0,T ]

∣

∣

∣‖Ψ‖X,r∧σM
∞

− ‖Ψnj‖X,r∧σM
∞

∣

∣

∣ ≤ sup
r∈[0,T ]

∣

∣

∣‖Ψ−Ψnj‖X,r∧σM
∞

∣

∣

∣ = ‖Ψ−Ψnj‖X,σM
∞
,

which has P− a.s. limit as j → ∞ equal to zero. Thus ‖Ψ‖X,·∧σM
∞

is given, P− a.s., as the uniform
in time limit of adapted and continuous processes, verifying the result. Moving on, it is now that
we make use of (79) much in the same way as we did for (78). This will be done in the context of
γ := σM∞ and δj := σMj −σM∞ . Indeed for any j ∈ N we can choose an mj ∈ N (where mj = nl some
l) such that for all k ≥ mj ,

sup
n∈N

E

(

‖Ψn‖2
X,σM

k ∧τM,T
n

− ‖Ψn‖2
X,σM

∞∧τM,T
n

)

≤ 2−2j .

In particular, through a relabelling of σMmj
= σMl ,

E

(

‖Ψmj‖2X,σM
mj

− ‖Ψmj‖2X,σM
∞

)

≤ 2−2j

by choosing n as mj and using that σM∞ ≤ σMk ≤ σMmj
≤ τ

M,T
mj . In a familiar way we define

Ω′
j :=

{

‖Ψmj‖2X,σM
mj

− ‖Ψmj‖2X,σM
∞
< 2−(j+2)

}

so that, just as we showed for (84),

Ω̌K :=

∞
⋂

j=K

Ω′
j, Ω̌ :=

∞
⋃

K=1

Ω̌K , P
(

Ω̌
)

= 1.
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For arbitrary given R > 0, the plan now is to find a constant M such that at every ω ∈ Ω̂ ∩ Ω̌,
either σM∞ = T or ‖Ψ‖2X,σM

∞
≥ R. In both instances it is clear that τR,T ≤ σM∞ , thus proving the

proposition. To this end we fix an ω ∈ Ω̂ ∩ Ω̌ such that σM∞ < T . As σM∞ is the decreasing limit of
(σMmj

) then for sufficiently large mj we must also have that σMmj
< T . Exactly as in (86),

‖Ψmj‖X,σM
mj

= (M̃ − 1 + 2−j) + ‖Ψmj‖X,0 . (90)

From the proven convergence we also have that for sufficiently large mj ,

‖Ψ−Ψmj‖X,σM
∞
< 1 (91)

which implies that ‖Ψ‖X,σM
∞
> ‖Ψmj‖X,σM

∞
− 1, and likewise as ω ∈ Ω̌K for some K,

‖Ψmj‖2X,σM
mj

− ‖Ψmj‖2X,σM
∞
< 1. (92)

We fix an mj large enough so that (90), (91) and (92) all hold. Substituting (90) into (92) gives
that

‖Ψmj‖2X,σM
∞
>
(

(M̃ − 1 + 2−j) + ‖Ψmj‖X,0

)2
− 1 > (M̃ − 1)2 − 1.

If M̃ > 2 then the expression on the right is positive and

‖Ψmj‖X,σM
∞
>
(

(M̃ − 1)2 − 1
)

1

2

.

Furthermore

‖Ψ‖X,σM
∞
>
(

(M̃ − 1)2 − 1
) 1

2 − 1

where the right hand side is of course monotone increasing and unbounded in M̃ and hence M . By
choosing M large enough such that

[

(

(M̃ − 1)2 − 1
)

1

2 − 1

]2

> R

we complete the proof.

6.2 Useful Results from the Literature

We state some key theorems used throughout the paper. Firstly is a well-posedness result for an
SPDE in a finite dimensional Hilbert Space (though driven by a Cylindrical Brownian Motion) in
the standard case of Lipschitz and linear growth constraints.

Proposition 6.3. Fix a finite-dimensional Hilbert Space H. Suppose the following:

1: For any T > 0, the operators A : [0, T ] × H → H and G : [0, T ] × H → L 2(U;H) are
measurable;
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2: There exists a C· : [0,∞) → R bounded on [0, T ] for every T , and constants ci such that for
every φ, ψ ∈ H and t ∈ [0,∞),

‖A (t,φ)‖2H ≤ Ct

[

1 + ‖φ‖2H
]

‖Gi(t,φ)‖2H ≤ Ctci

[

1 + ‖φ‖2H
]

∞
∑

i=1

ci <∞

‖A (t,φ)− A (t, ψ)‖2H +
∞
∑

i=1

‖Gi(t,φ)− Gi(t, ψ)‖2H ≤ Ct ‖φ− ψ‖2H

3: Φ0 ∈ L2(Ω;H).

Then there exists a process Φ : [0,∞)× Ω → H such that for P− a.e. ω, Φ·(ω) ∈ C ([0, T ];H) for
every T > 0, Φ is progressively measurable in H and the identity

Φt = Φ0 +

∫ t

0
A (s,Φs)ds+

∫ t

0
G (s,Φs)dWs (93)

holds P− a.s. in H for every t ≥ 0.

Moreover, suppose that Ψ : [0,∞) × Ω → H is another process such that for P − a.e. ω,
Ψ·(ω) ∈ C ([0, T ];H) for every T > 0, Ψ is progressively measurable in H and the identity (93)
holds P− a.s. in H for every t ≥ 0. Then for every T ≥ 0,

P ({ω ∈ Ω : Φt(ω) = Ψt(ω) ∀t ∈ [0, T ]}) = 1.

Proof. See [20] Theorems 3.1.1 and 3.1.2.

Proposition 6.4. Let H1 ⊂ H2 ⊂ H3 be a triplet of embedded Hilbert Spaces where H1 is dense
in H2, with the property that there exists a continuous nondegenerate bilinear form 〈·, ·〉H3×H1

:
H3 ×H1 → R such that for φ ∈ H2 and ψ ∈ H1,

〈φ,ψ〉H3×H1
= 〈φ,ψ〉H2

.

Suppose that for some T > 0 and stopping time τ ,

1. Ψ0 : Ω → H2 is F0−measurable;

2. f : Ω× [0, T ] → H3 is such that for P− a.e. ω, f(ω) ∈ L2([0, T ];H3);

3. B : Ω× [0, T ] → L 2(U;H2) is progressively measurable and such that for P− a.e. ω, B(ω) ∈
L2
(

[0, T ];L 2(U;H2)
)

;

4. Ψ : Ω× [0, T ] → H1 is such that for P− a.e. ω, Ψ·(ω)1·≤τ(ω) ∈ L2([0, T ];H1) and Ψ·1·≤τ is
progressively measurable in H1;
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5. The identity

Ψt = Ψ0 +

∫ t∧τ

0
fsds+

∫ t∧τ

0
BsdWs (94)

holds P− a.s. in H3 for all t ∈ [0, T ].

The the equality

‖Ψt‖2H2
= ‖Ψ0‖2H2

+

∫ t∧τ

0

(

2 〈fs,Ψs〉H3×H1
+ ‖Bs‖2L 2(U;H2)

)

ds+ 2

∫ t∧τ

0
〈Bs,Ψs〉H2

dWs (95)

holds for any t ∈ [0, T ], P− a.s. in R. Moreover for P− a.e. ω, Ψ·(ω) ∈ C([0, T ];H2).

Proof. This is a minor extension of [51] Theorem 4.2.5, which is stated and justified as Proposition
2.5.5. in [20]. This is necessary for us as it extends the Gelfand Triple setting, removes the need
for moment estimates and allows for local solutions.

Lemma 6.5 (Stochastic Grönwall). Fix t > 0 and suppose that φ,ψ,η are real-valued, non-negative
stochastic processes. Assume, moreover, that there exists constants c′, ĉ, c̃ (allowed to depend on t)
such that for P− a.e. ω,

∫ t

0
ηs(ω)ds ≤ c′ (96)

and for all stopping times 0 ≤ θj < θk ≤ t,

E

(

sup
r∈[θj ,θk]

φr

)

+E

∫ θk

θj

ψsds ≤ ĉE

(

[

φθj + c̃
]

+

∫ θk

θj

ηsφsds

)

<∞.

Then there exists a constant C dependent only on c′, ĉ, c̃, t such that

E sup
r∈[0,t]

φr +E

∫ t

0
ψsds ≤ C [E(φ0) + c̃] .

Proof. See [19] Lemma 5.3.

Lemma 6.6. Let H1,H2 be Hilbert Spaces such that H1 is compactly embedded into H2, and for
some fixed T > 0 let (Ψn) : Ω× [0, T ] → H1 be a sequence of measurable processes such that

sup
n∈N

E

∫ T

0
‖Ψn

s ‖2H1
ds <∞ (97)

and for any ε > 0,

lim
δ→0+

sup
n∈N

P

({

ω ∈ Ω :

∫ T−δ

0

∥

∥Ψn
s+δ(ω)−Ψn

s (ω)
∥

∥

2

H2
ds > ε

})

= 0. (98)

Then the sequence of the laws of (Ψn) is tight in the space of probability measures over L2 ([0, T ];H2).

Proof. See [53] Lemma 5.2.
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Lemma 6.7. Let Y be a reflexive separable Banach Space and H a separable Hilbert Space such
that Y is compactly embedded into H, and consider the induced Gelfand Triple

Y −֒→ H −֒→ Y∗.

For some fixed T > 0 let Ψn : Ω → C ([0, T ];H) be a sequence of measurable processes such that
for every t ∈ [0, T ],

sup
n∈N

E

(

sup
t∈[0,T ]

‖Ψn
t ‖H

)

<∞ (99)

and for any sequence of stopping times (γn) with γn : Ω → [0, T ], and any ε > 0, y ∈ Y,

lim
δ→0+

sup
n∈N

P

({

ω ∈ Ω :
∣

∣

∣

〈

Ψn
(γn+δ)∧T −Ψn

γn , y
〉

H

∣

∣

∣ > ε
})

= 0. (100)

Then the sequence of the laws of (Ψn) is tight in the space of probability measures over D ([0, T ];Y∗).

Proof. See [20] Lemma 3.3.2.
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[38] Liu, W., Röckner, M.: Local and global well-posedness of spde with generalized coercivity
conditions. Journal of differential equations 254(2), 725–755 (2013)
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[50] Paré; s, C.: Existence, uniqueness and regularity of solution of the equations of a turbulence
model for incompressible fluids. Applicable Analysis 43(3-4), 245–296 (1992)
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