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ABSTRACT

Context. Weak gravitational lensing offers a powerful method to investigate the projected matter density distribution within galaxy clusters,
granting crucial insights into the broader landscape of dark matter on cluster scales.
Aims. In this study, we make use of the large photometric galaxy cluster data set derived from the publicly available Third Data Release of the
Kilo-Degree Survey, along with the associated shear signal. Our primary objective is to model the peculiar sharp transition in the cluster profile
slope, that is what is commonly referred to as the splashback radius. The data set under scrutiny includes 6962 galaxy clusters, selected by AMICO –
an optimised detection algorithm of galaxy clusters – on the KiDS-DR3 data, in the redshift range of 0.1 ≤ z ≤ 0.6, all observed at a signal-to-noise
ratio greater than 3.5.
Methods. Employing a comprehensive Bayesian analysis, we model the stacked excess surface mass density distribution of the clusters. We adopt
a model from recent results on numerical simulations that capture the dynamics of both orbiting and infalling materials, separated by the region
where the density profile slope undergoes a pronounced deepening.
Results. We find that the adopted profile successfully characterizes the cluster masses, consistent with previous works, and models the deepening
of the slope of the density profiles measured with weak-lensing data up to the outskirts. Moreover, we measure the splashback radius of galaxy
clusters and show that its value is close to the radius within which the enclosed overdensity is 200 times the mean matter density of the Universe,
while theoretical models predict a larger value consistent with a low accretion rate. This points to a potential bias of optically selected clusters
preferentially characterized by a high density at small scales compared to a pure mass-selected cluster sample.
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1. Introduction

In the standard structure formation scenario, dark matter haloes
represent the building blocks of galaxy assembly processes
(White & Rees 1978; Lacey & Cole 1993; Tormen 1998). Sys-
tems assemble via repeated merging events, and haloes hosting
galaxy clusters are the last forming structures at the top of this
hierarchical pyramid (Springel et al. 2001; van den Bosch 2002;
Giocoli et al. 2007). In the last three decades, numerical simu-
lations have clarified this picture, allowing us to define the sizes
and boundaries of dark matter haloes hosting hundreds or thou-
sands of galaxies (Springel 2010; Bonafede et al. 2011; Cui et al.
2018).

Following the spherical collapse model, the halo mass Mvir
is defined as the mass within the radius enclosing the virial over-
density ∆vir (Press & Schechter 1974; Bardeen et al. 1986; Sheth
et al. 2001). Other common choices are the masses correspond-
ing to an overdensity of 200 times the Universe’s critical or mean
background density (M200c and M200m respectively). These trans-
late into a different mass definition for the same object, and
generally M200c ≤ Mvir ≤ M200m (Angulo et al. 2009; Tinker
et al. 2008; Crocce et al. 2010; Angulo et al. 2012; Despali
et al. 2016). The dark matter distribution around clusters thus
represents crucial cosmological information. The halo concen-
tration, expressed as the ratio between rs – the radius at which
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the logarithmic derivative of the density profile is equal to -2
– and the halo radius, is, on average, a decreasing function of
the halo mass (Bullock et al. 2001; Giocoli et al. 2012b). In the
hierarchical picture of structure formation, rs settles to a con-
stant value after a rapid formation and accretion phase, while
the halo radius evolves due to merging events (van den Bosch
2002; Wechsler et al. 2002; Giocoli et al. 2008) and cosmolog-
ical pseudo-evolution depending on the considered overdensity
mass (Diemer et al. 2013).

Recently, a different definition of the halo boundary has
been proposed (Diemer & Kravtsov 2014; Adhikari et al. 2014),
related to the transition region between the orbiting and in-
falling mass components. It corresponds to the distance at which
satellite galaxies and matter, after their first apocentric passage,
splash back toward the halo centre: accreting matter is in the
process of reversing direction to fall back into the halo under
the influence of gravitational forces. The term splashback radius
is used to describe this distance and, in practice, it is close to
the turnaround radius of matter that previously fell into the halo
when following the nonlinear evolution of collapsing spherical
shells (Gunn & Gott 1972; Fillmore & Goldreich 1984; Bardeen
et al. 1986).

It is worth underlining that the density profiles of gravita-
tionally bound structures mirror their hierarchical growth along
the cosmic time as a consequence of repeated merging events.
In this respect, at a fixed dark matter halo mass, the location of
the splashback radius reflects the recent accretion history via the
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accretion rate. In particular, the splashback radius is very sensi-
tive to the recent accretion rate over the past crossing time and to
the concentration parameter (More et al. 2015; Shin & Diemer
2023).

Many recent works modelled the splashback radius and its
connection to the density profiles in numerical simulations. Us-
ing phase space distributions of dark matter particles, García
et al. (2023) have shown that orbiting particles (with early ac-
cretion time) have low mean radial velocities, whereas infalling
particles (with late accretion time) have large negative radial ve-
locities, and the transition is expected when particles reach their
first apocentric passage. They also show that the corresponding
mass function of orbiting particles can be described by the stan-
dard Press & Schechter (1974) formula but with a peak height
dependent threshold barrier parameter for collapse δsc. Pizzardo
et al. (2024) have used the radial velocity profile to measure the
turnaround, infall and radius of minimum radial velocity on a
large sample of clusters from the Illustris TNG-300 simulation
(Pillepich et al. 2018; Nelson et al. 2018; Springel et al. 2018).
They have also given two other radius definitions, one from set-
ting the ratio between the average velocity dispersion and radial
velocity profiles equal to −1, termed as Rσv , and the other ra-
dius from the satellite galaxy spacial profile that they call the
splashback radius Rng

sp. In their work, they underline that within
the confidence interval of 1 σ, the infall radius Rσv and Rng

sp coin-
cide. Xhakaj et al. (2020) have studied the characterization of the
splashback radius in simulations using different methods to shed
more light on the observational analyses. They underline that by
using satellites, the recovered three-dimensional profile traces
the depth of the halo gravitational potential well, and the splash-
back radius definition is in agreement with what has been mea-
sured by their adopted halo finder code SPARTA (Diemer 2017,
2020). In addition, they stress that the best method to define the
splashback radius observationally is through weak-gravitational
lensing since it does not rely on galaxies to trace the host halo
potential well and does not depend on the corresponding satel-
lite dynamical friction effects that can create biases (Umetsu &
Diemer 2017). It is also interesting to notice that high and in-
termediate accretion rate clusters manifest a secondary caustic
in the density profile that can cause biases in constraining the
splashback radius. In lensing, the second caustic is washed out,
which possibly gives a better definition of the splashback radius.
Recently Towler et al. (2024), using the Flamingo simulation
data set (Schaye et al. 2023), looked for a possible correlation
between the splashback radius and gas properties, finding that
the location of the minimum in the gas gradient is not directly
related to the position of the splashback radius.

Beyond the splashback radius, the density profile of the halo
steeply declines. Therefore, it serves as a crucial parameter in
characterising the spatial extent of dark matter haloes and pro-
vides insights into the dynamic processes of matter accretion
along the cosmic web. This has been explored and validated
through both numerical simulations (Diemer & Kravtsov 2014;
More et al. 2015; Xhakaj et al. 2020; Pizzardo et al. 2024) and
observational data (Baxter et al. 2017; Chang et al. 2018; Murata
et al. 2020; Adhikari et al. 2021). It is worth highlighting that
the location could also represent a cosmological test which can
be used to look for possible signatures beyond standard Λ-cold
dark matter (ΛCDM) model (Adhikari et al. 2018; Contigiani
et al. 2019a; Despali et al. 2020, 2022). At a fixed accretion rate,
the splashback radius depends on the dark energy equation of
state parameter w; being related to the expansion history of the
Universe, it tends to be larger for lower w. Adhikari et al. (2018)

have shown that the location of the splashback radius depends
on the gravity model too.

Using galaxy cluster data, different authors have explored the
galaxy cross-correlation (Chang et al. 2018; Zürcher & More
2019; Shin et al. 2019; Murata et al. 2020; Shin et al. 2021;
Rana et al. 2023; Contigiani et al. 2023), that probes the satellite
galaxy distribution to model the projected matter density profiles
and constrain the splashback radii. However, it is worth noticing
that in these methods, the radius at which the density profile ex-
hibits a sharp steepening of the slope depends on the selection
in galaxy magnitudes and colours (Murata et al. 2020). Red and
luminous galaxies are typically more centrally concentrated than
the blue and faint ones, resulting in different splashback radii for
the two groups, even if consistent within measurement uncer-
tainties (Murata et al. 2020).

Following Umetsu & Diemer (2017); Contigiani et al.
(2019a); Shin et al. (2021); Rana et al. (2023), we base our analy-
sis on weak gravitational lensing of optically selected clusters to
model their projected matter density distribution. We believe this
method provides an unbiased definition of the radius at which
the density profile slope steepens, free from possible systematic
uncertainties related to the satellite galaxy selection. Nonethe-
less, possible systematic uncertainties may arise from selection
effects that depend on the specific observables (Wu et al. 2022)
that could select systems in particular dynamical states and ac-
cretion rates (Shin & Diemer 2023).

This paper is organised as follows. In Sec. 2, we present the
photometric properties of the KiDS-DR3 data, and in Sec. 3, we
measure the stacked excess surface mass density signal in differ-
ent redshift and amplitude bins. In Sec. 4, we introduce the den-
sity profiles used to model the cluster weak-lensing data, and in
Sec. 5, we show our results on the characterization of the splash-
back radii of our cluster sample, together with the comparison
with previous works. Finally, in Sec. 6, we summarize and dis-
cuss our results.

The cosmological model used in this work assumes a flat
ΛCDM universe (Planck Collaboration et al. 2020), in particular
considering ΩM = 0.3, h = 0.7, and σ8 = 0.811.

2. Data set

We use the data of the Kilo-Degree Survey (hereafter KiDS) (de
Jong et al. 2013) collaboration, an optical wide-field imaging
survey that has mapped the galactic sky in two stripes (an equa-
torial one, KiDS-N, and one centred around the South Galactic
Pole, KiDS-S) and in four broad-band filters (u, g, r, i). The pho-
tometric data are taken with the 268 Megapixels OmegaCAM
wide-field imager (Kuijken 2011), composed by a mosaic of 32
science CCDs and located at the Very Large Telescope (VLT)
Survey Telescope (VST). This is an ESO telescope of 2.6 meters
in diameter located at the Paranal Observatory (for further tech-
nical information about VST see Capaccioli & Schipani 2011).
The VST-OmegaCam field of view of 1 deg corresponds to about
12.5 Mpc/h at the median redshift of the considered galaxy sam-
ple, z ∼ 0.35. The principal scientific goal of KiDS is to exploit
weak-lensing and photometric redshift measurements to map the
large-scale matter distribution of the Universe and derive con-
straints on the main cosmological parameters.

In particular, here we use the KiDS-DR3 catalogue (de Jong
et al. 2017) and the AMICO cluster sample (Bellagamba et al.
2018). This comprises about 100 000 sources per square degree,
resulting in about 50 million sources over the full survey area.
KiDS-DR3 has a sky coverage of approximately 447 deg2, com-
posed of 440 survey tiles. It includes photometric redshifts and
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the corresponding probability distribution functions, a globally
improved photometric calibration with respect to the previous re-
leases, weak-lensing shear catalogues (Hildebrandt et al. 2017),
and lensing-optimised image data. Source detection, positions,
and shape parameters used for weak-lensing measurements are
all derived from the r-band images, while magnitudes are mea-
sured in all filters using forced photometry.

The 440 survey tiles of DR3 mostly cover a small number of
large contiguous areas. This enables a refinement of the photo-
metric calibration that exploits both the overlap between obser-
vations within a filter, as well as the stellar colours across filters
(de Jong et al. 2017). 1

The original properties of photometric redshifts (photo-z) of
KiDS galaxies are described in Kuijken et al. (2015) and de Jong
et al. (2017). The photo-zs were extracted with BPZ (Benítez
2000; Hildebrandt et al. 2012), a Bayesian photo-z estimator
based upon template fitting from the 4-band (u, g, r, i). Further-
more, BPZ returns a photo-z posterior probability distribution
function, which the adopted cluster finder (described in the next
section) fully exploits. When compared with spectroscopic red-
shifts from the Galaxy And Mass Assembly (GAMA, Liske et al.
2015) spectroscopic survey of low redshift galaxies, the resultant
accuracy is σz ∼ 0.04(1 + z), as shown in de Jong et al. (2017).

2.1. AMICO KiDS-DR3 cluster catalogue

Galaxy cluster candidates are identified by the Adaptive
Matched Identifier of Clustered Objects (AMICO) algorithm (Bel-
lagamba et al. 2018; Maturi et al. 2019) – one of the two cluster
finders selected by the Euclid Collaboration (Euclid Collabora-
tion: Adam et al. 2019) – starting from the photometric galaxy
catalogue and the so-called GaAP magnitudes, obtained by ho-
mogenising the PSF in the different bands.

The KiDS-DR3 galaxy catalogue provides the spatial coor-
dinates, the two arcsec aperture photometry in u, g, r, i bands
and photometric redshifts for all systems down to the 5 σ limit-
ing magnitudes of 24.3, 25.1, 24.9, and 23.8 in the four bands,
respectively. In the cluster identification process, it was avoided
the explicit use of galaxy colours to minimise the dependence
of the selection function on the presence (or absence) of the red
sequence of cluster galaxies (Maturi et al. 2019).

The cluster catalogue used in this work is the same one
exploited in previous works (Bellagamba et al. 2018, 2019;
Radovich et al. 2020; Puddu et al. 2021; Lesci et al. 2022b;
Ingoglia et al. 2022; Romanello et al. 2024) and validated by
Maturi et al. (2019). All systems belonging to the KiDS-DR3
footprints that are heavily affected by satellite tracks, haloes cre-
ated by bright stars, and images or artefacts are rejected (Maturi
et al. 2019). The method used to assess the quality of the de-
tections exploits realistic mock catalogues constructed from the
real data themselves with the data-driven approach implemented
in the Selection Function extrActor (SinFoniA), as described in
Section 6.1 of Maturi et al. (2019). These mock catalogues are
also used to estimate the uncertainties on the quantities charac-
terising the detections, as well as the purity and completeness
of the entire sample. Moreover, we considered cluster detec-
tions with a signal-to-noise S/N > 3.5 within the redshift range
1 The data products that constitute the main DR3 release (stacked im-
ages, weight and flag maps, and single-band source lists for 292 survey
tiles, as well as a multi-band catalogue for the combined DR1, DR2,
and DR3 survey area of 440 survey tiles), are released via the ESO Sci-
ence Archive and they are also accessible via the Astro-WISE system
(http://kids.strw.leidenuniv.nl/DR1/access_aw.php) and the KiDS web-
site http://kids.strw.leidenuniv.nl/DR3.

0.1 ≤ z ≤ 0.6, for a final sample of 6962 galaxy clusters. Objects
at z < 0.1 are discarded because of their low lensing power, while
those at z > 0.6 are excluded because the background galaxy
density in KiDS-DR3 data is too small to allow a robust weak-
lensing analysis. From the mock realizations, which account for
the original galaxy data set, masks, photo-z uncertainties, and the
clustering of galaxies (Maturi et al. 2019), we have estimated a
purity of 90% in the first amplitude bin and 100% in the others;
on the other hand, the completeness is approximately 75% in the
first bin and moves toward 100% for higher amplitude values
(Lesci et al. 2022a).

For each cluster, we conservatively select the galaxy popula-
tion, excluding the galaxies whose most likely redshift zs is not
significantly higher than the lens one zl (Sereno et al. 2017):

zs,min > zl + ∆z, (1)

where zs,min is the lower bound of the region, including the 2
σ of the probability density distribution p(z) and ∆z is set to
0.05, similar to the typical uncertainty on photometric redshifts
in the galaxy catalogue and well larger than the uncertainty on
the cluster redshifts (Maturi et al. 2019).

The AMICO cluster search starts by convolving the 3D galaxy
distribution with a redshift-dependent filter and creating a corre-
sponding amplitude map, where every peak constitutes a possi-
ble detection. To each possible candidate, the algorithm returns
angular position, redshift, S/N, and the signal amplitude A –
which scales with the cluster richness – defined as:

A(θc, zc) ≡ α−1(zc)
Ngal∑
i=1

Mc(θi − θc,mi)pi(zc)
N(mi, zc)

− B(zc), (2)

where θc are the cluster sky coordinates, Mc is the cluster mass
model (i.e. the expected density of galaxies per unit magni-
tude and solid angle) at the cluster redshift zc, N quantifies the
noise distribution, pi(z), θi, and mi indicate the photometric red-
shift distribution, the sky coordinates and the magnitude of the
i-th galaxy, respectively; the parameters α and B are redshift-
dependent functions providing the normalisation and the back-
ground subtraction, respectively; whose values can be found in
Maturi et al. (2019).

A Schechter luminosity function (Schechter 1976) and a pro-
jected NFW (Navarro et al. 1996) radial density profile describe
the cluster model Mc. For each galaxy, labelled with subscript i,
the probabilistic membership association to the j-th detection is
defined as:

P(i ∈ j) ≡ P f ,i
A jMc, j(θi − θ j,mi)pi(z j)

A jMc, j(θi − θ j,mi)pi(z j) + N(mi, z j)
, (3)

where A j, θ j and z j are the amplitude, the sky coordinates and the
redshift of the j-th detection, respectively. P f ,i is the probability
of the i-th galaxy belonging to the field before the j-th detection
is defined, accounting for the possible multiple associations of
each galaxy to more than one cluster. For the specific application
to KiDS, the adopted filter includes galaxy coordinates, r-band
magnitudes and the full photometric redshift distribution p(z).

The distributions in redshift and amplitude of this cluster
sample are shown in Bellagamba et al. (2019). In the following
analysis, we will divide the sample in three redshift bins:

– 0.1 ≤ z < 0.3, with 2265 objects;
– 0.3 ≤ z < 0.45, with 2332 objects;
– 0.45 ≤ z ≤ 0.6, with 2365 objects.

Those bins have been chosen to have almost the same number of
clusters and numerous enough to study the amplitude trends in
each of them.
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2.2. KiDS-DR3 galaxy sources for weak lensing analysis

The original shear analysis of the KiDS-DR3 data has been de-
scribed in Kuijken et al. (2015) and Hildebrandt et al. (2017).
The shape measurements have been performed with lensfit
(Miller et al. 2007, 2013) and successfully calibrated for the
KiDS-DR3 data in Fenech Conti et al. (2017).

In this work, we use r-band data for shape measurements,
selecting those with the best-seeing properties and the highest
source density. The error on the multiplicative shear calibration,
estimated from simulations with lensfit and benefiting from a
self-calibration, is of the order of 1% (Hildebrandt et al. 2017).
The final KiDS-DR3 catalogue includes shear measurements for
about 15 millions of galaxies, with an effective number density
of neff = 8.53 galaxies arcmin−2 (as defined in Heymans et al.
2012b), over a total effective area of 360 deg2.

3. Measuring the excess surface mass density
profile

The surface mass density ∆Σ allows us to characterise the pro-
jected density profile of the observed clusters. It can be calcu-
lated knowing the lens and source redshifts, and the shear. How-
ever, we remind that the shear signal γ is inaccessible from ob-
served data. What is typically measured from the background
galaxy ellipticities instead is an estimate of the reduced shear
g = γ/(1 − κ), where κ represents the lensing convergence
(Bartelmann & Schneider 2001). In the weak-lensing regime
where the convergence is much smaller than unity, we have
γ ≃ g.

Intrinsic alignment (IA) of galaxies, when galaxy shapes are
correlated with the underlying gravitational tidal field, can con-
taminate the lensing signal (II). Furthermore, background galax-
ies experience a shear caused by the foreground tidal gravita-
tional field, and if the foreground galaxy has an intrinsic elliptic-
ity that is linearly correlated with this field, shape, and shear are
correlated (GI). Following the intrinsic alignment model (Bri-
dle & King 2007; Heymans et al. 2012a), the power spectra of
II and GI terms can be computed from the matter power spec-
trum, with a coefficient of proportionality that depends on the
total matter density of the Universe and is inversely proportional
to the linear growth factor. In cosmic shear analyses, depend-
ing on the number density of sources and their redshift distri-
bution, IA is an important source of contamination and needs
to be properly modelled in order to derive unbiased cosmologi-
cal parameters (Asgari et al. 2021; Fischbacher et al. 2023). In
the non-linear regime, that is the case of cluster lensing, until
now, the search for intrinsic alignment signal has been relatively
uncertain. The signal could be important for scales larger than
10 h−1Mpc; however, Chisari et al. (2014) have shown that the
IA signal for stacked clusters, as in our study, is consistent with
zero.

Calculating the tangential component of the shear signal γt
of background sources relative to the cluster centre, we can com-
pute the excess surface mass density as:

∆Σ(r) = Σ̄(< r) − Σ(r) ≡ Σcritγt, (4)

where Σ(r) represents the surface mass density of the lens at dis-
tance r and Σ̄(< r) its mean within r, written as:

Σ̄(< r) =
2
r2

∫ r

0
dR RΣ(R). (5)

Σcrit indicates the critical surface density (Bartelmann & Schnei-
der 2001), expressed as:

Σcrit =
c2

4πG
Ds

DlDls
, (6)

with Dl, Ds, and Dls being the observer-lens, observer-source,
and source-lens angular diameter distances, respectively, while c
represents the speed of light and G is the Newton gravitational
constant.

From the galaxy source catalogue, we then construct the ex-
cess surface mass density profile at a distance r j from the fol-
lowing relation:

∆Σ(r j) =


∑

i∈ j

(
wiΣ

−2
crit,i

)
γt,iΣcrit,i∑

i∈ j

(
wiΣ

−2
crit,i

)  1
1 + K(r j)

, (7)

where wi indicates the weight assigned to the measurement of
the source ellipticity and K(r j) the average correction due to the
multiplicative noise bias in the shear estimate as in Eq. (7) by
Bellagamba et al. (2019), which accounts for the shape noise.
To compute the critical surface density for the i-th galaxy, we
use the most probable source redshift as given by BPZ. How-
ever, it is worth underlining that due to the uncertainty of the
photometric redshift and the anisotropy of Σcrit,i with respect to
the redshift, multiplicative biases in the lensing profile may not
be negligible (McClintock et al. 2019). In our KiDS-DR3 sam-
ple, we are confident that this quantity is quite small due to the
excellent quality of the photometric redshift and negligible with
respect to the statistical uncertainty.

We stack clusters in amplitude and redshift bins, adopting
the following criterion:

∆ΣN(r j) =
∑

n∈N Wn, j∆Σn(r j)∑
n∈N Wn, j

, (8)

where N represents the bin in which we perform the stacking
and Wn, j indicates the weight for the j-th radial bin of the n-th
cluster:

Wn, j =
∑
i∈ j

wiΣ
2
crit,i . (9)

In Fig.1, we display the stacked excess surface mass density
in different redshift and amplitude bins measured from our data
sets. In particular, the magenta crosses cover the cluster region
and correspond to 14 radial bins from the AMICO-defined cen-
tres up to R = 3.16Mpc/h; the black-filled circles instead rep-
resent the cluster+lss (large-scale structure) part, which consists
of 30 bins up to 35 Mpc/h. For this latter case, as done in Gio-
coli et al. (2021), we remove the signal around random points
within the survey masks, generating 10,000 random realizations
of the total number of considered clusters in the corresponding
redshift bins. This allows us to keep all the observational system-
atic uncertainties of the survey and the masks under control when
modelling the lensing signal at large distances from the cluster
centres. In addition, subtracting the signal around random points
gives us the possibility to statistically remove contaminant large-
scale structures that can bias the cluster lensing signal at large
distances from the centre. The shaded blue region encloses the
18th and 84th percentiles of the best-fit model using the Diemer
& Kravtsov (2014) that we will introduce in Sec. 4.2, as well as
the characterization of the splashback radius displayed with the
black solid vertical line.
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Fig. 1. Excess surface mass density data and models. The data points, with the corresponding error bars, represent the stacked measurements in
different amplitude and redshift bins, as labelled in each panel. Magenta crosses and black-filled circles refer to the expected signals from the
cluster region and from the cluster plus the large-scale structure (lss) contributions, respectively. In the latter case, we also subtract the signal
around 10,000 random realisations of the cluster sample. Blue-shaded regions enclose the 16th and 84th percentiles of the best-fit model, adopting
DK14 (Diemer & Kravtsov 2014), to the black data points up to 12 h−1Mpc. The red-dotted, green-dashed and black solid vertical lines mark the
location of different cluster radii: R200c, R200mm and the splashback radius Rsp, respectively.

In order to derive the best-fit model for the data, we use
Bayesian inference analysis methods. From the data-vector D,
constructed stacking the excess surface mass density profiles of
different clusters in a given amplitude and redshift bin, we can
derive the posterior probability of a set of model parameters θ
using the Bayes’ theorem:

P(θ|D) =
L(D|θ)P(θ)

E(D)
, (10)

where L(D|θ) represents the likelihood function of the data-
vector given the model parameters, P(θ) the prior probability,
and E(D) indicates the evidence of the data-vector. For the like-
lihood we assume a Gaussian distribution:

L ∝ exp
(
−

1
2
χ2

)
, (11)

where the χ2 dependence on the data-vector and the model can
be written as:

χ2 =
∑
i, j

[∆Σdata − Σmodel]i C−1
i j [∆Σdata − Σmodel] j (12)

where i and j run on the radial bins, and Ci j is the covariance ma-
trix. To compute the latter, we use 10,000 bootstrap realizations
for each stacked cluster binned sample, following the approach
of Giocoli et al. (2021). Our analysis reveals that the dominant
terms are the diagonal ones, which are modulated by the shape
noise variance in the logarithmically spaced bins, confirming the
results obtained by Bellagamba et al. (2019).

4. Modelling the weak-lensing data

In this work, we adopt two models to characterise the clusters’
profiles, using the measured excess surface mass density profiles
of clusters in different amplitude and redshift bins presented in
the previous Section. As done in Sereno et al. (2017, 2018); Gio-
coli et al. (2021); Lesci et al. (2022a), we first model the sam-
ple using the Baltz et al. (2009, hereafter BMO) function plus
the cosmological large-scale term as the reference halo model.
Then, we compare the mass derived using the BMO model to
the results obtained with the Diemer & Kravtsov (2014) profile
(hereafter DK14), which we will use to characterise the splash-
back radius. We now introduce both models in detail.

4.1. BMO profile with cosmological large-scale contribution

In the BMO model (Baltz et al. 2009), the cluster main halo
is modelled with a smoothly truncated Navarro-Frenk-White
(NFW, Navarro et al. 1997) density profile:

ρ(r) =
ρs

(r/rs) (1 + r/rs)2

(
r2

t

r2 + r2
t

)2

, (13)

where ρs represents the typical matter density within the scale
radius rs, and rt indicates the truncation radius that we express
in terms of the halo radius R200m, that is the radius enclos-
ing 200 times the mean background density of the Universe at
the considered redshift, namely ρm(z). Specifically, in Eq. (13),
rt ≡ t R200m, where t is defined as the truncation factor. The scale
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radius is parameterized as rs ≡ R200m/c200m, where the concen-
tration c200m is correlated with halo mass and redshift, depend-
ing on the halo mass accretion history (Macciò et al. 2007; Neto
et al. 2007; Macciò et al. 2008; Zhao et al. 2009; Giocoli et al.
2012b). The total mass enclosed within the radius R200m, referred
to as M200m, can be seen as the normalisation of the model and a
mass proxy of the true enclosed mass of the dark matter halo
hosting the cluster (Giocoli et al. 2012a). This truncated ver-
sion of the NFW model has been deeply tested in simulations
(Oguri & Hamana 2011; Euclid Collaboration et al. 2024), which
demonstrated that it describes the cluster profiles more accu-
rately than the original NFW profile, removing the non-physical
divergence of the total mass at large radii.

Moreover, the BMO model accurately describes the transi-
tion between the cluster’s main halo and the 2-halo contribution
(Cacciato et al. 2009; Giocoli et al. 2010; Cacciato et al. 2012),
providing less biased estimates of mass and concentration from
shear profiles (Sereno et al. 2017). By neglecting the truncation,
the mass would be underestimated, and the concentration over-
estimated (Euclid Collaboration et al. 2024).

As we are considering only stacked shear profiles, the spher-
ical symmetric model provides a reliable description, given that
the intrinsic halo triaxialities are statistically averaged out. We
characterise the truncation scale as in Bellagamba et al. (2019)
and following the results by Oguri & Hamana (2011): consid-
ering M200c they defined the truncation radius as rt = 3 ×
R200c. We convert this truncation radius in terms of R200m using
colossus (Diemer 2018), assuming a Diemer & Joyce (2019)
mass-concentration relation, and thus deriving the ratio between
R200m and R200c.

At scales larger than R200m, the shear signal originates from
the correlated matter distribution around the galaxy clusters. In
practice, the 2-halo term characterises the cumulative effects of
the large-scale structures in which galaxy clusters are embedded.
The uncorrelated matter distribution along the line-of-sight pro-
duces only a modest random contribution to the stacked shear
signal, accounted for in the error budget. We model the 2-halo
term following the recipe by Oguri & Takada (2011).

The total model for the excess surface mass density profile
is the sum of the halo profile described by Eq. (18) and the con-
tribution due to the matter in correlated haloes that we can write
as (Oguri & Takada 2011; Oguri & Hamana 2011; Sereno et al.
2017):

∆Σ2h(θ; M200m, z)=
∫

dl
l

2π
J2(lθ)

ρ̄m(z)bh(M200m; z)
(1 + z)3D2

l (z)
Plin,m(kl; z),

(14)

where z represents the cluster redshift, estimated using photo-
metric data, as provided by AMICO. The other terms in Eq. (14)
are summarised as follows:

– θ is an angular scale;
– J2 is the Bessel function of the second type. This is a function

of lθ, where l is the integration variable and the momentum
of the wave vector kl for the linear power spectrum of matter
fluctuations Plin,m;

– kl = l/((1 + z)Dl(z)) indicates the wave vector module;
– ρ̄m(z) represents the mean cosmic background density at the

lens redshift;
– Plin,m(kl; z) is the linear matter power spectrum computed

according to the Eisenstein & Hu (1999) transfer function,
which is accurate enough given our current measurement un-
certainties. We also tested an alternative prescription using

the CAMB model (Lewis et al. 2000), finding negligible dif-
ferences;

– bh(M; z) is the halo bias, for which we adopt the Tinker et al.
(2010) model, which has been successfully tested and cali-
brated using a large data set of numerical simulations.

In what follows, we will generally term the full 1h+2h term
as the BMO model: the analytical form on small scales is de-
scribed by the profile in Eq. 13 and on large scale by Eq. 14.

4.2. DK14 profile

In the DK14 model (Diemer & Kravtsov 2014), the total mat-
ter density present in collapsed structures is constructed using
the Einasto profile (Einasto 1965), which has an extra parameter
compared to NFW that captures the slope variation in the inner
region. DK14 used the Einasto model to describe the orbiting
material in the internal part of the halo and included a new in-
fall term to characterize the matter at larger distances from the
centre. The DK14 profile can then be read as:

ρ(r) = ρs exp
{
−

2
α

[( r
rs

)α
− 1

]}
ftrans + ρouter, where : (15)

ftrans =

[
1 +

( r
rt

)β]− γβ
, (16)

ρouter = ρm

[
be

( r
5R200m

)−se

+ 1
]
. (17)

The first equation includes the Einasto profile that is multiplied
by a transition or truncation function ftrans (see Eq. 16) that mod-
els the transition between the internal halo component and the in-
falling large-scale term ρouter (see Eq. 17). Like in the BMO pro-
file, the transition term depends on the truncation radius rt and
on two other parameters: β, which describes how fast the slope
changes around the truncation radius, and the slope γ. Eq. 17,
namely the outer term, models the matter density distribution
outside the halo radius R200m, described by a power-law term
that multiplies the mean background density of the Universe, ρm.
Following the formalism described in DK14, we define the pivot
radius as 5 times R200m. The parameters be and se describe the
normalisation and the slope of the power law, respectively; in
particular, for se ≫ 1 the outer term reaches the background
density at large distances from the centre.

The model and the parameters, as described in DK14, have
been implemented in the CosmoBolognaLib2 (Marulli et al.
2016) libraries used in this work. We have set β = 4, γ = 4νvir,
and α = 0.155 + 0.0095ν2vir (Gao et al. 2008) (the inner slope of
the Einasto profile) where νvir = σ

2(Mvir)/δ2c(z) represents the
peak height of the considered halo mass, δc(z) the critical lin-
ear theory overdensity required for spherical collapse divided by
the growth factor and σ2(Mvir) the mass variance computed as
integral of the linear matter power spectrum convolved with a
top-hat window function with a scale equal to Rvir. To be consis-
tent with the definition by Gao et al. (2008), we convert M200m
to Mvir assuming an NFW profile with the considered mass and
concentration; for the virial overdensity definition, we adopt the
fitting function by Bryan & Norman (1998).

4.3. The mis-centring: to be or not to be

When analysing the weak-lensing signal produced by galaxy
clusters, an important source of uncertainty is the inaccurate
2 https://gitlab.com/federicomarulli/CosmoBolognaLib
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Fig. 2. Posteriors distribution in the recovered mass log10 (M200m)
and concentration c200m when modelling the cluster data, the magenta
crosses in Fig.1 for the top right case corresponding to the first redshift
bin and to the last amplitude bin. Red (green) and blue (orange) dis-
tributions show the posteriors of the recovered mass and concentration
using the BMO (DK14) model without and with the mis-centring un-
certainty distributions, respectively.

identification of the lens centre. In this study, we assume the cen-
tres determined by AMICO in the detection procedure and do not
account for mis-centring. This is motivated by the fact that the
splashback radius is located at a large distance from the cluster
centre and, therefore, should not be significantly affected by the
density profile in the inner region. However, since the mass is a
normalisation factor in the lensing models, we could expect an
impact of mis-centring on the concentration estimate.

In any case, our prescription can also account for the inac-
curate centring by considering a second additional component
in both BMO and DK14 models and following the formalism as
described in Viola et al. (2015); Johnston et al. (2007); Giocoli
et al. (2021). Our final model for the 1-halo term (either BMO or
Einasto) can be written as the sum of a centred and an off-centred
population:

Σ1h(R) = (1 − foff)Σcen(R) + foffΣoff(R). (18)

Therefore, our analysis of the 1-halo radial range uses a model
that depends on four parameters: M200m, c200m, σoff , and foff ;
and when fixing σoff (the scale length) and foff (fraction of off-
centred systems) to zero it depends only of the halo mass and
concentration.3

In our study, we neglect the measurements below radial sep-
arations of 0.2 Mpc/h mainly for three reasons. Firstly, from an
observational point of view, the uncertainties in the measure of
photo-zs and shear close to the cluster centre are large because of
the contamination due to the higher density of galaxies in which

3 It is worth noticing that in the 1-halo term modelling, using the
BMO profile, Giocoli et al. (2021) have found ⟨ foff⟩ = 0.2 ± 0.14 and
⟨σoff [h−1Mpc]⟩ = 0.25 ± 0.13, the last one dominated by the smallest
radial range considered.

Table 1. Adopted prior parameters for the BMO and DK14 models
when modelling the cluster data with 0.2 h−1Mpc < r < 3.16 h−1Mpc
from the centre.

BMO DK14
log10 (M200mh/M⊙) [12.5, 15.5] ✓ ✓
c200m [1, 20] ✓ ✓
when free: foff [0,0.5] ✓ ✓
when free: σoff[h−1Mpc] [0,0.5] ✓ ✓
rt/R200m [0.8, 5] – ✓
be [0.1, 4] – ✓
se [0.5, 2] – ✓

blending deteriorates the shape and photometric measures. Sec-
ondly, the shear signal analysis in close proximity to the cluster
centre is sensitive to the BCG contribution to the matter distribu-
tion and to deviations from the weak-lensing approximation used
in the profile model. Lastly, this choice mitigates the miscentring
effects. Thus, neglecting small-scale measurements minimises
the systematics uncertainties, possibly affecting the estimation
of the concentration c200m, which would otherwise be overesti-
mated - being degenerate with the σoff and foff parameters. In
Tab.1, we report the free parameters of our models and the pri-
ors we adopt in our MCMC analyses when modelling our obser-
vational data of the cluster region as described by the magenta
crosses in Fig.1.

We want to underline that since the goal of this work is to
characterise the splashback radius, expected to be located a very
large distance from the centre and close to R200m, as our ref-
erence results, we consider the model without mis-centering.
To support our choice, we show an example in Fig.2, where
we present the posterior distributions on the recovered mass
log10 M200m and concentration c200m using our two models when
switching on and off the mis-centring terms. The red and green
and the blue and orange distributions refer to the BMO and
DK14 without and with the mis-centring terms, respectively. The
case displayed, representative of all redshift and amplitude bins,
corresponds to the top right panel of Fig.1: namely z ∈ [0.1, 0.3]
and A ∈ [2.75, 6.5], for the cluster case data and referring to
the magenta crosses. From Fig.2, we notice that the recovered
masses in the four cases are all consistent well within the 1 σ
confidence region. Also, the concentrations are fairly consistent
but there is an evident degeneracy with the mass. While the mod-
els without the mis-centring term predict a smaller concentration
parameter and have narrower posterior distributions, the cases
which include the mis-centring terms tend to predict slightly
larger concentrations – consistent with the fact of having a larger
number of free parameters. It is also worth noticing that since the
DK14 model has more parameters left free than the BMO one,
the posteriors in the concentration parameter are wider. In Tab.2
we report, for each redshift and amplitude bin, the χ2 (and re-
duced χ2) for the BMO and DK14 model, accounting or not for
the mis-centring terms. Both BMO and DK14 profiles well de-
scribe the cluster excess surface mass density (magenta crosses
in Fig. 1); nevertheless, the DK14, having a more flexible inner
slope, tends to have, on average, better goodness of fit.

4.4. Scaling relations

Calibrating the scaling relations of galaxy clusters is an essential
step in observational cosmology, that is in the context of using
galaxy clusters as cosmological probes. Those relations describe
the proportionality between observable quantities of galaxy clus-
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Table 2. χ2 for the different considered models when fitting the data of the cluster region up to 3.61 Mpc/h, where we have 14 data points. The
corresponding χ2/ n. dof are also reported between brackets.

redshift range Amplitude range BMO DK14 BMO DK14
z ∈ A ∈ w/ miscent. w/miscent. Ncl

[0.1, 0.3] [0, 1] 12.049 (1.004) 11.949 (1.328) 11.614 (1.161) 11.498 (1.643) 1066
[0.1, 0.3] [1, 1.55] 8.740 (0.728) 6.930 (0.770) 8.380 (0.838) 7.291 (1.042) 822
[0.1, 0.3] [1.55, 2.05] 6.519 (0.543) 7.097 (0.788) 6.805 (0.680) 6.791 (0.970) 240
[0.1, 0.3] [2.05, 2.75] 7.834 (0.653) 7.590 (0.843) 7.968 (0.797) 8.090 (1.156) 96
[0.1, 0.3] [2.75, 6.5] 9.481 (0.790) 12.580 (1.398) 9.097 (0.910) 10.764 (1.538) 41
[0.3, 0.45] [0, 1.15] 16.806 (1.400) 16.682 (1.854) 16.900 (1.690) 17.540 (2.506) 1090
[0.3, 0.45] [1.15, 1.65] 2.973 (0.248) 3.694 (0.410) 3.691 (0.369) 2.909 (0.416) 762
[0.3, 0.45] [1.65, 2.3] 8.496 (0.708) 10.761 (1.196) 8.351 (0.835) 10.774 (1.540) 339
[0.3, 0.45] [2.3, 3] 13.125 (1.094) 12.460 (1.384) 13.013 (1.301) 13.080 (1.869) 98
[0.3, 0.45] [3, 6.5] 11.936 (0.995) 12.551 (1.395) 11.780 (1.178) 12.377 (1.768) 43
[0.45, 0.6] [0, 1.3] 21.372 (1.781) 21.552 (2.389) 20.470 (2.047) 20.799 (2.970) 984
[0.45, 0.6] [1.3, 1.8] 8.307 (0.692) 7.821 (0.869 7.528 (0.753) 6.789 (0.970) 889
[0.45, 0.6] [1.8, 2.5] 23.725 (1.977) 22.525 (2.503) 24.430 (2.443) 23.010 (3.287) 373
[0.45, 0.6] [2.5, 6.5] 13.048 (1.087) 13.854 (1.539) 12.429 (1.243) 13.287 (1.898) 119

ters and their underlying physical properties. Typically, scaling
relations depend on redshift, in particular on the dynamic state
of galaxy clusters and the changing observational wavelength as
we look back in time across the history of the Universe. In this
respect, finding the scaling relation that mildly evolves with red-
shift could represent a successful approach.

In Fig.3, we show the relation between the AMICO amplitude
A and the weak-lensing recovered mass for all bins and consider-
ing the data from the cluster regions (R < 3.16 Mpc/h). Red and
green data points (coloured as in Fig.2) show the results when
adopting BMO and DK14 models without mis-centring, respec-
tively. As discussed by Sereno & Ettori (2015) and Bellagamba
et al. (2019), we model the trend using a linear relation between
the logarithm of the two quantities:

log
M200m

1014M⊙/h
= αA + βA log

A
Apiv
+ γA log

E(z)
E(zpiv)

, (19)

where we set Apiv = 2, zpiv = 0.35 as in Bellagamba et al. (2019)
and E(z) = H(z)/H0. For comparison, we show in black the re-
sults by Giocoli et al. (2021) when recovering M200c. In Fig.4, we
show the posterior distributions of the scaling relation parame-
ters displaying the 1 σ and 2 σ credibility regions. We follow
the same fitting procedure adopted in Bellagamba et al. (2018);
Giocoli et al. (2021), where the amplitude is computed through
a lensing weighted average. Moreover, we account for the sys-
tematic errors in the covariance by summing the uncertainties
for background selection, photo-zs, and shear measurements in
quadrature. We assume uniform priors in the range −1 < αA < 1,
0.1 < βA < 5, and −5 < γA < 5. From the figure, we can notice
that there is a small positive degeneracy between the slope and
normalization parameters.

In Tab.3, we summarise our results on the scaling relation pa-
rameters, as well as the cases where we include the mis-centring
terms. From the table, it is worth underlining that the recovered
parameters, with and without mis-centring for each given model
are all consistent within the 16th and 84th percentiles. We can
also notice the consistency between the scaling relation param-
eters adopting different models; this confirms that the concen-
tration parameter degenerates with the mis-centring terms while
M200m masses are all consistently recovered.

From the figures, we notice that adopting as a mass proxy the
weak-lensing derived mass enclosing 200 times the background
density decreases the redshift dependence of the relation, consid-

Fig. 3. Mass-amplitude relation calibrated using BMO and DK14 with-
out accounting for the mis-centring uncertainties. The data points and
the corresponding error bars exhibit the median and the 16th and 84th
percentiles of the posterior log10 (M200m) distributions. The correspond-
ing coloured lines show the best-fit scaling relations in the three redshift
bins. For comparison purposes, the black lines show the results by Gio-
coli et al. (2021) adopting a different overdensity mass definition M200c.

Table 3. Scaling relation parameters of the mass-amplitude relation
(Eq.19). The values reported represent the median and 16th-84nd per-
centiles of the posterior distributions when modelling the cluster signal
data using different models.

case αA βA γA

BMO w/o miscent. 0.144+0.024
−0.024 2.059+0.123

−0.122 0.291+0.791
−0.794

DK14 w/o miscent. 0.171+0.026
−0.026 2.062+0.134

−0.136 0.370+0.805
−0.808

BMO w/ miscent. 0.168+0.024
−0.025 1.975+0.130

−0.131 0.085+0.819
−0.838

DK14 w/ miscent. 0.197+0.025
−0.025 2.005+0.132

−0.131 0.363+0.816
−0.820

ering also the uncertainties, in fact, we obtain |γA| much smaller
than unity.
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Fig. 4. Posterior distributions of the parameters of the mass-amplitude
relation as in Eq.19. The contours show the 1 and 2 σ confidence re-
gions of the distributions for the BMO (red) and DK14 (green), both
without accounting for the mis-centring of clusters. In Tab.3, we report
the median values with the corresponding 16th and 85th percentiles for
all cases. The black points indicate the median of the posteriors derived
by Giocoli et al. (2021) when considering the mis-centring terms and
the BMO model in deriving M200c.

5. The splashback radius

In this section, we describe the characterisation of the splashback
radius Rsp, from the AMICO KiDS-DR3 data, obtained by mod-
elling the excess surface mass density profile of the cluster+lss -
see the black-filled circles in Fig.1.

We measure Rsp from the profiles calculated in the previous
Section using the DK14 model; Rsp is calculated as the distance
from the cluster centre where the logarithmic derivative of the
density profile, d log ρ(r)/d log r, has its minimum value. This
scale distinguishes two regions: the internal part, where galax-
ies are orbiting and bound to the cluster, and the external one,
where material is infalling towards the cluster region along the
cosmic web. For the data vector, we consider two different radial
ranges: (i) the full data (R ≤ 35 Mpc/h), as also used by Giocoli
et al. (2021); Ingoglia et al. (2022) to constrain cosmological
parameters such as Ωm and σ8, and (ii) data points only within
R ≤ 12 Mpc/h. The latter represents the scale up to which the
infall term of the DK14 model has been built and tested in cos-
mological simulations. For the model parameter priors, we refer
to Tab.1; in our fiducial result, we use Gaussian priors for the
mass log10(M200m) and the concentration c200m corresponding to
the results as derived by modelling the cluster data, as discussed
in the previous section. In Tab. 4, we display the adapted priors
for our reference case runs.

As an example, in Fig.5, we show the posterior distributions
of the mass, concentration, and splashback radius for the systems
in the top-right panel of Fig.1, the same also shown in Fig.2. The
solid red (dotted blue) distributions show the 1 and 2 σ confi-
dence regions obtained by modelling the cluster+lss region up
to 12 Mpc/h (35 Mpc/h); the solid (dotted) black lines display

Fig. 5. Posteriors distributions of the recovered mass concentration
c200m and splashback radius Rsp, modelling the black filled circles as in
Fig.1, corresponding the same stacked cluster sample as in Fig.2. The
red solid distribution shows our reference result that is modelling the
data up to 12 Mpc/h and adopting Gaussian priors for both the logarithm
of the mass and the concentration. The blue-dotted distributions have
been obtained modelling the data up to 35 Mpc/h, while the magenta
dashed refers to the case in which we assume flat priors for log10 (M200m)
and c200m.

the median values of the corresponding distributions. We can no-
tice that when using data up to 35 Mpc/h, the splashback radius
tends to be, on average, larger than when considering data up to
12 Mpc/h, for this stacked cluster sample. To show the impact of
the priors, the dashed magenta distributions display the results
adopting flat uniform priors for both the logarithm of the mass
and the concentration; it is worth underlining that while the pos-
terior distributions of the recovered mass and concentration are
wider, the posterior distribution of the splashback radius is very
similar to the case in which we assume Gaussian priors. The 16th
and 84th percentiles of the best-fit model are displayed in shaded
blue in all panels in Fig.1 for all amplitude and redshift bins. To
compare to the DK14 model, we now continue to analyse our
results calculated within 12 Mpc/h.

In Fig.8, we show the logarithmic derivative of the best-fit
models – constructed from the median values of the posterior
distributions – for each redshift and amplitude bin, ordered as
in Fig.1. The shaded regions display the propagation of the rela-
tive 1 σ confidence region as computed from modelling the ex-
cess surface mass density in the radial range between 0.1 and 12
Mpc/h. The solid blue curves show the logarithmic slope varia-
tion of the three-dimensional density profile as a function of ra-
dius, computed from the median value of the posterior distribu-
tions using the Diemer & Kravtsov (2014) model. Black vertical
lines indicate the splashback radius derived from the fit, with the
corresponding 16th and 84th confidence intervals derived from
the posterior distributions. The dotted red curves and black dot-
ted vertical lines show instead the logarithmic derivative of the
excess surface mass density profile ∆Σ and the corresponding lo-
cation of the minima. From the figure, we can notice this is, on
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Fig. 6. Linear regression between the splashback radius computed as-
suming Gaussian priors on the parameters that describe the Einasto pro-
file and the transition term and the one computed using our reference
case with fixed values. The red line has been computed using the ODR
routine in Python considering the uncertainties in both axes.

average, a factor of approximately 2.8 larger than the splashback
radius computed from the three-dimensional density because of
projection effects. 4

However, it is worth underlining that assuming a constant
value for the parameters that express the terms α, β, and γ in the
Einasto profile (Eq. 15) and in the transition term (Eq. 16) could
be conservative and accurate only for a mass-selected cluster
sample. In order to understand how the priors on the parame-
ters impact the splashback radius characterisation, we have run
another sample of Monte Carlo Markov Chains assuming Gaus-
sian priors with a standard deviation of 10% with mean values
α0 = 0.155 and αν = 0.0096 (α = α0 + ανν

2
vir) (Gao et al. 2008),

β = 4 and γ0 = 4 (γ = γ0νvir). In Fig. 6, we show the scaling rela-
tion between the two recovered values of the splashback radius,
colouring the data points with respect to the different considered
redshift bins. We can notice that within the 1 σ credibility re-
gion, the two estimates are consistent with each other. The red
line represents the linear relation, computed using the ODR rou-
tine in Python accounting for the uncertainties in both axes, that
has the following parameters:

Rsp,Gaussian = (1.05 ± 0.09)Rsp + (−0.006 ± 0.062). (20)

From the figure, we can notice that the third blue data point
referring to the third amplitude bin in the first redshift interval
presents the largest deviation. For this stacked clusters’ sample,
in the left panel of Fig. 7, we show the posterior distributions
of the recovered mass, concentration, and splashback radius for
the two cases when assuming constant and Gaussian priors for
the parameters α0, αν, β, and γ0. We can see that for the Gaus-
sian case, not only Rsp tends to be slightly larger, but also the
mass moves toward larger values while the concentration dimin-
ishes. In the right panel, we show the posteriors for the largest
amplitude bin of the first redshift interval, as also shown in Fig.
4 We have tested this also using COLOSSUS and constructing
a composite profile with Einasto plus background and power-
law for the external part (following the tutorial at this url
https://bdiemer.bitbucket.io/colossus/_static/tutorial_halo_profile.html),
using the median values from our posterior distributions, and we found
full agreement with our results, obtained from the CosmoBolognaLib.

5. For this clusters’ sample, all recovered parameters are close
to each other in both cases. The green dashed curves in Fig.
8 show the logarithmic derivative of the recovered parameters
when assuming Gaussian priors for the parameters that enter in
the Einasto profile and the transition term in the DK14. We no-
tice that this choice does not particularly impact our results, con-
sidering the uncertainties. With future data, we expect to better
understand the cluster selection effects that propagate in the pa-
rameters of the Einasto profile and the transition term. We will
discuss our final results considering the model choice with a con-
stant parametrisation of α, β and γ.

Different interpretations of the splashback radius have been
given in recent years using numerical simulations and observa-
tional data. In particular, More et al. (2015) have correlated the
splashback radius in simulations with the peak heights ν200m of
the primordial density field in which cluster-size haloes are em-
bedded (Bardeen et al. 1986; Sheth & Tormen 1999; Sheth et al.
2001; Giocoli et al. 2007) and with the accretion rate.

To compare to this theoretical finding, we collect our results
and measurements from various observational analyses in Fig.9,
where we plot Rsp/R200m versus ν200m. The solid blue and orange
curves represent the recent theoretical models presented by More
et al. (2015) and Diemer (2020), respectively. The data points
of different colours and shapes indicate cluster samples selected
using different methods: filled squares indicate systems selected
via X-ray data, triangles via the Sunyaev–Zeldovich (SZ) effect,
and crosses mark optically selected clusters. In addition, the suf-
fixes indicate different observables adopted to define the splash-
back radius: GP stands for galaxy projected correlation function,
WL for weak lensing, WL+SL for the combination of weak and
strong lensing, and LP when using the stacked luminosity pro-
file of satellite galaxies. On average, X-ray clusters tend to have
larger peak heights than the SZ and the optically selected ones
because of the different instrumental sensitivity that translates
into a diverse selection function.

The red solid line displays our findings, modelled by the re-
lation:

Rsp

R200m
= A

(
1 + Be−ν200m/2.44

)
, (21)

as proposed by More et al. (2015). Combining all redshifts –
being the relation as a function of the peak-height ν200m inde-
pendent of redshift, the median, and 16th and 84th percentiles of
the distributions from our MCMC analyses can be read as:

A = 0.95+0.32
−0.34, B = −0.31+1.5

−0.73. (22)

For both parameters, we assume wide flat priors between -20 and
20. For comparison purposes, in the figure, dashed magenta and
dotted blue lines show the results when assuming flat priors for
log10 (M200m) and c200m, and when considering Gaussian priors
but the data points up to 35 Mpc/h, respectively. Those results
highlight that the choice of priors has a minor impact on the
splashback radius peak height relation than the adopted radial
range extension.

The trend of the data points in Fig. 9 indicates possible bi-
ases in characterising the splashback radius due to cluster se-
lection effects, with respect to a pure mass-selected sample –
as done in simulations. Clusters selected via optical data, based
on their member galaxies and richness properties, tend to be a
biased sample of the average galaxy cluster population. Proba-
bly, optical selection favours the identification of systems that
are prolate and oriented along the line-of-sight. Those clusters
show a splashback radius that is approximately 20% smaller than
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Fig. 7. Posterior distributions of the recovered mass, concentration, and splashback radius when assuming constant (red) and Gaussian (green)
priors for the parameters α0, αν, β and γ0 that describe the Einasto profile and the transition term in the DK14 model. Left and right panels show
two different amplitude bins in the first redshift interval. The left refers to the third blue data point in Fig. 6 where the two splashback radii differ
most, while the right one refers to to the largest amplitude bin (corresponding to the last blue data point in Fig. 6), as also presented in Fig. 5.

Table 4. Adopted prior parameters for the DK14 model when modelling
the cluster+lss data set is used to constrain the splashback radius.

log10

(
M200m/h−1M⊙

)
Gaussiana

c200m Gaussiana

rt/R200m [0.8, 5]
be [0.1, 4]
se [0.5, 2]

a as derived from the cluster data model.

the one expected from numerical simulations (More et al. 2016;
Baxter et al. 2017; Chang et al. 2018). SZ-selected clusters are
less biased and tend to be more consistent with the prediction
from numerical simulation models. X-ray clusters appear more
biased from the other side, on average, more extended – proba-
bly oblate in the plane of the sky and possess a splashback ra-
dius outside R200. However, the figure shows that observational-
derived radii present some tension with the predictions based on
mass-selected clusters from numerical simulations. A more de-
tailed analysis of the selection function could be the appropriate
path to investigate that we plan to perform in a future dedicated
study, also using the AMICO cluster finder on simulated photo-
metric data.

6. Summary and conclusions

In this work, we use weak gravitational lensing data to char-
acterize the cluster splashback radii of optically selected clus-
ters in the KiDS-DR3 data. We exploit photometric redshifts
with corresponding probability distribution functions (Kuijken
et al. 2015; de Jong et al. 2017), a global improved photomet-
ric calibration with respect to previous releases, weak-lensing

shear catalogues (Kuijken et al. 2015; Hildebrandt et al. 2017)
and lensing-optimised image data. Our cluster sample, used to
build the stacked shear profiles up to the cluster outskirts was
obtained using the AMICO algorithm (Bellagamba et al. 2018).
The redshift-amplitude binning of the cluster sample has been
constructed as in Bellagamba et al. (2019); Giocoli et al. (2021);
Ingoglia et al. (2022); Lesci et al. (2022a). We model the excess
surface mass density of the stacked signal using the Diemer &
Kravtsov (2014) profile that is able to discriminate the orbiting
from the infalling component and characterises the scale where
the slope of the density profile steepens. Our work supports the
use of the stacking method in weak lensing to calibrate galaxy
cluster scaling relations and shows full agreement with previous
results when using a different profile (the BMO one) as the ref-
erence model.

We constructed two data sets from the same cluster and
galaxy shear catalogues. The first data set has been used to cali-
brate the scaling relations, namely in halo model formalism the
1h-term, in which we binned the stacked radial excess surface
mass density profiles in 14 intervals from 0.1 to 3.16 Mpc/h as
in Bellagamba et al. (2019); Giocoli et al. (2021); while the sec-
ond one has been considered to account for the contribution of
the signal on much larger separation from the cluster centres,
portraying the infalling material, where the analyses have been
performed in 30 bins up to 35 Mpc/h. To keep under control all
the observational systematic uncertainties of the survey, we sub-
tracted to these measurements the signal around random centres,
randomising 10 000 times the positions of the 6962 AMICO clus-
ters.

We neglect in our analysis the mis-centring terms because
we demonstrate that they are degenerate with the concentration
parameter and negligible when modelling the lensing profile at
a very large distance from the cluster centres. Modelling the ex-

Article number, page 11 of 14



A&A proofs: manuscript no. main

Fig. 8. Logarithmic density derivative of the best-fit model for different increasing redshift (from top to bottom) and Amplitude (left to right)
bins, as in Fig.1. The solid blue and the dotted red curves show the logarithmic derivative of the three-dimensional density and projected excess
surface mass density profiles computed using the median values of the posterior recovered distributions. The black vertical lines and the dashed
grey regions indicate the location of the splashback radius – corresponding to the minimum of the logarithmic derivative of the density profile –
with the 16th and 84th percentiles of the distributions. The vertical dotted lines show the position of the minimum of the logarithmic derivative of
the ∆Σ profile. The dashed green curves, almost overlapping the blue ones, show the results when assuming Gaussian priors on the parameters α0,
αν, β and γ0 that describe the Einasto profile and the transition term in the DK14 model.

cess surface mass density profiles, we recovered with good pre-
cision the splashback radius at the scale where the density profile
exhibits a sharp steepening of the slope.

We find that the splashback radius of our clusters is close
to R200m, suggesting that our sample could be characterised by
selection effects common to optical cluster finders (More et al.
2015; Rana et al. 2023). This also highlights that optically se-
lected algorithms seem to preferentially select systems that are
more compact and with higher density at small scales, possibly
oriented along the major axis of the mass tensor ellipsoid (Wu
et al. 2022). A future work will be dedicated to the study of the
effects of the cluster selection function in the splashback radius
using dedicated simulations.

We expect to reduce the uncertainties, keeping biases and
selection effects under control, thanks to the analysis of the new
cluster catalogues from the following KiDS data releases and
afterwards from the data coming from future wide field surveys
like the ESA Euclid mission (Laureijs et al. 2011; Euclid Collab-
oration: Scaramella et al. 2022). Upcoming deeper galaxy sur-
veys will allow us to detect and stack lensing clusters in smaller
redshift bins and to extend the analysis up to higher redshifts,
enabling us to break parameter degeneracies and limit system-
atic uncertainties (Oguri & Takada 2011). Thanks to the multi-
wavelength follow up it will be possible to investigate the cluster
selection effects in more detail.

The significance of the stacked weak lensing signal can be
incremented by considering a larger number of clusters, a more

numerous sample of background sources (deeper surveys), and a
wider survey area in order to better characterise the splashback
radius. These aspects will be reached by future wide-field sur-
veys, which will provide a significantly improved data set com-
pared to the one used in this work. The Euclid-wide survey (Eu-
clid Collaboration: Scaramella et al. 2022), for example, is ex-
pected to cover an area of about 15 000 deg2 and it will detect
approximately 30 galaxies per square arc-minute, with a median
redshift larger than 0.9. In addition, it will also give us the pos-
sibility to divide the sample in terms of accretion rates and envi-
ronments and study further effects that influence the splashback
scale of galaxy clusters.

We conclude by underling that our methodology of finding
clusters – with AMICO – and our statistical analyses and mod-
els in designing the weak lensing shear profiles around them,
discussed here, will represent a reference starting point and a
milestone for cluster cosmology in near future experiments such
as Euclid (Sartoris et al. 2016; Euclid Collaboration: Adam et al.
2019).
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