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Abstract: This paper investigates the iterates b̂1, . . . , b̂T obtained from iterative algorithms in high-
dimensional linear regression problems, in the regime where the feature dimension p is comparable
with the sample size n, i.e., p ≍ n. The analysis and proposed estimators are applicable to Gradient
Descent (GD), proximal GD and their accelerated variants such as Fast Iterative Soft-Thresholding

(FISTA). The paper proposes novel estimators for the generalization error of the iterate b̂t for any
fixed iteration t along the trajectory. These estimators are proved to be

√
n-consistent under Gaussian

designs. Applications to early-stopping are provided: when the generalization error of the iterates is
a U-shape function of the iteration t, the estimates allow to select from the data an iteration t̂ that
achieves the smallest generalization error along the trajectory. Additionally, we provide a technique
for developing debiasing corrections and valid confidence intervals for the components of the true
coefficient vector from the iterate b̂t at any finite iteration t. Extensive simulations on synthetic data
illustrate the theoretical results.
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1. Introduction

Consider the linear model

(1.1) y = Xb∗ + ε,

where y ∈ Rn is the response vector, X ∈ Rn×p is the design matrix with i.i.d. rows with covariance
Σ ∈ Rp×p, and ε ∈ Rn is the noise vector with i.i.d. entries from N(0, σ2). To estimate the coefficient vector
in the linear model with dimension p larger or comparable to the sample size n, a common strategy is to
consider the penalized least-squares estimator

(1.2) b̂ ∈ arg min
b∈Rp

1

2n
∥y −Xb∥2 + ρ(b).

This estimator could be ordinary least-squares estimate (if ρ(b) = 0), Ridge regression, Lasso (Tibshirani,
1996), Elastic Net (Zou and Hastie, 2005), group Lasso (Yuan and Lin, 2006), nuclear norm penalization
(Koltchinskii et al., 2011) or Slope (Bogdan et al., 2015), to name a few convex examples. Concave penalty
functions ρ in (1.2) have also been considered, including SCAD (Fan and Li, 2001) and MCP (Zhang, 2010).

The properties of the penalized estimator b̂ in (1.2) are now well understood in high-dimensional regimes

where the dimension p is larger than n. For instance, optimal L1 and L2 bounds of Lasso estimator b̂ have
been studied extensively (Wainwright, 2009; Bickel et al., 2009; Ye and Zhang, 2010; Bayati and Montanari,
2012; Dalalyan et al., 2017; Bellec et al., 2018, among others). Beyond risk bounds, confidence intervals for
single entries of b∗ have been developed in Zhang and Zhang (2014b); Javanmard and Montanari (2014);
van de Geer et al. (2014a), and more recently in Cai and Guo (2017); Javanmard and Montanari (2018);
Bellec and Zhang (2022b). We refer readers to Bühlmann and Van De Geer (2011); van de Geer (2016) for
a comprehensive review of such results. In most results cited above, p ≫ n and the L2 risk of (1.2) typically

converges to 0, i.e., b̂ is consistent. Consistency, on the other hand, is not granted in the regime where
dimension and sample size are of the same order, i.e.,

(1.3) p ≍ n, or lim(p/n) exists and is finite.

In this regime, Bayati and Montanari (2012); Miolane and Montanari (2021) showed that the Lasso L2 risk,
under suitable assumptions, converges to a finite positive constant that can be characterized by a system
of nonlinear equations. Regime (1.3) will be in force in the present paper. Since the early works (Bayati
and Montanari, 2012; El Karoui et al., 2013; Donoho and Montanari, 2016) on this proportional regime,
significant progress was made to develop a unified theory explaining the behaviors of M-estimators and
penalized estimators when (1.3) holds, see for instance Thrampoulidis et al. (2018); Celentano et al. (2023);
Loureiro et al. (2021). Compared with the early debiasing literature (Zhang and Zhang, 2014a; van de Geer
et al., 2014a; Javanmard and Montanari, 2014), new debiasing techniques are needed to construct confidence
intervals for components of b∗ in this regime, in particular with the need to account for the degrees-of-
freedom of the estimator (1.2) for the debiasing correction (Bellec and Zhang, 2022a; Celentano et al., 2023;
Bellec and Zhang, 2023).

1.1. Iterative algorithms

As we have seen, the properties of the estimator b̂ in (1.2) are now well understood, both in the classical
high-dimensional regime with p ≫ n and in the proportional regime (1.3). In practice, an exact minimizer

b̂ of (1.2) is typically unavailable in closed-form, and numerical approximations are used instead. To solve
the minimization problem (1.2) numerically, the practitioner resorts to iterative algorithms developed in the
optimization literature to obtain an approximate solution to (1.2).

For smooth objective functions, this includes first-order methods such as Gradient Descent (GD), its
accelerated version known as Accelerated Gradient Descent (AGD) (Nesterov, 1983), or its randomized
variants (Bottou, 2010). For non-smooth objective functions, the practitioner typically resorts to coordinate
descent (Friedman et al., 2010) or iterative algorithms involving the proximal operator of ρ such as Iterative
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Soft-Thresholding Algorithm (ISTA) (Daubechies et al., 2004) and its accelerated version Fast Iterative
Soft-Thresholding Algorithm (FISTA) (Beck and Teboulle, 2009). Such iterative algorithm starts with an

initializer b̂1 and then iteratively produces iterates b̂2, b̂3, ... by applying a nonlinear function to a weighted
sum of the previous iterate and the gradient of the first term in (1.2) (the smooth part of the objective
function) at the previous iterate. For instance, for a convex penalty function ρ in (1.2) the proximal gradient
descent algorithm solves (1.2) with the iterations

(1.4) b̂t+1 = prox[ 1Lρ]
(
b̂t + 1

nLX
⊤(y −Xb̂t)

)
,

where the proximal operator is defined as prox[ 1Lρ](v) = arg minb∈Rp ∥b−v∥2/2+ 1
Lρ(b) and the scalar L > 0

is usually taken (Beck and Teboulle, 2009) as an upper bound on the Lipschitz constant of the gradient of
the first term in the objective function (1.2), i.e., such that L ≥ ∥X⊤X/n∥op. For the Lasso problem with
ρ(b) = λ∥b∥1 in (1.2), the iterations (1.4) become the ISTA iterations

(1.5) b̂t+1 = softλ/L
(
b̂t + 1

nLX
⊤(y −Xb̂t)

)
,

where softλ/L(·) applies the soft-thresholding u 7→ sign(u)(|u|−λ/L)+ componentwise. For AGD and FISTA,

the recursion formula defining b̂t+1 involves the iterates (b̂t, b̂t−1) as we will detail in Sections 3.2 and 3.4
below.

More generally, the focus of the present paper is on iterative algorithm of the form

(1.6) b̂t+1 = gt+1(b̂t, b̂t−1,vt,vt−1), where vt = 1
nX

⊤(y −Xb̂t)

for nonlinear Lipschitz functions gt+1, in order to include accelerated algorithms from the optimization
literature that are of the form (1.6), i.e., using the previous two iterations, including AGD (Nesterov, 1983)
and FISTA (Beck and Teboulle, 2009). Our theory actually applies to recursions of the form

(1.7) b̂t+1 = gt+1(b̂t, b̂t−1, . . . , b̂2, b̂1, vt,vt−1, . . . ,v2,v1),

although the typical optimization algorithms mentioned in the previous paragraph only use the previous two
iterates, as in (1.6).

These iterative algorithms are typically stopped when a stopping criterion is met. Existing theories in the
optimization literature on iterative algorithms examine their convergence properties regarding the training
error, specifically how fast (in t) does the objective function at the iterate b̂t approach the minimal value in

(1.2), or how fast does the iterate b̂t approach an ideal minimizer b̂ of (1.2) as t → +∞. For instance, Beck
and Teboulle (2009) showed that FISTA enjoys a faster rate of convergence compared to ISTA.

1.2. Statistical properties of iterates for small t or when convergence fails

If b̂t converges to b̂ as t increases, it is reasonable to expect that the properties of b̂ (e.g., risk bounds, or

debiased confidence intervals for components of b∗) are also valid for b̂t provided t is sufficiently large. One

motivation of the present paper is the study of iterates (b̂t)t≥1 for small values of t, or when convergence of

these iterates fail for the optimization problem (1.2). In such cases, because b̂t and an ideal solution b̂ to (1.2)

significantly differ from each other, we should not expect that the statistical properties of b̂ are inherited by
b̂t. This calls for a statistical analysis of b̂t itself, rather than ideal minimizers b̂ of the optimization problem
(1.2). Two concrete situations for which convergence fails are the following.

• The dataset (X,y) is so large that a single iteration of the recursion (1.7) is slow and/or computa-
tionally costly. Running the iterations (1.7) until convergence (t → +∞) is then not realistic. Still, in

such situation, the practitioner may only run a few iterations and use b̂t for a small t (e.g., t = 5 or
t = 10) for statistical purposes, including making predictions at new test data points xnew.

• If the optimization problem (1.2) is non-convex, as is the case with SCAD (Fan and Li, 2001) or MCP
(Zhang, 2010), convergence of the iterates to a local or global solution to (1.2) is a subtle problem.
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Iterative algorithms may converge to a local optima. Specific algorithms have been developed to en-
sure good statistical properties under suitable assumptions, such as Restricted Eigenvalue conditions
(Zhang, 2010; Feng and Zhang, 2019). However, such conditions are often not verifiable in practice
(Bandeira et al., 2013). Despite the absence of any convergence guarantees, the algorithm used to
solve (1.2) for SCAD or MCP is still implementable, yielding iterates in the form of (1.7). Despite the

lack of verifiable conditions to guarantee convergence, at a given t the iterate b̂t can still be used for
downstream tasks, for instance predictions at test data points xnew.

In both situations, convergence does not occur and statistical properties of b̂t at a finite t are expected
to significantly departs from those of b̂. Using b̂t for statistical purposes, instead of waiting for convergence,
is also appealing in order to save computational resources. This calls for a statistical theory of b̂t itself,
rather than ideal minimizers b̂ of (1.2). The present makes contributions in this direction with two major

applications on the properties of the iterate b̂t at a fixed t: assessing the predictive performance of b̂t, and
constructing debiased confidence intervals for components of b∗ based on b̂t.

1.3. Early stopping

It is important to recognize that the predictive performance of b̂t does not necessarily improve as t grows. In
fact, early-stopped gradient descent has been found to be effective in several machine learning applications,
including non-parametric regression in a reproducing kernel Hilbert space (Raskutti et al., 2014), boosting
Bühlmann and Yu (2003); Rosset et al. (2004) and ridge regression (Ali et al., 2019), to name a few. The
intuition is that early stopping provides a form of regularization that prevents overfitting (see, e.g., Ali et al.
(2019) and the references therein). In these settings, the population risk curve versus the iteration number is
U-shaped (first decreasing and then increasing); we will observe instances of this phenomenon in Figures 1-5.
For practical purposes, the major question in such situations is to infer from the data if early stopping is
beneficial, and when to stop the iterations. The practitioner typically wishes to stop the iteration as soon
as the population risk starts to increase; this is only possible if an estimator of the population risk of b̂t

is available. Our results below provide such an estimator that can be effectively computed from the data
(X,y).

1.4. Contributions

The aforementioned situations motivate studying the properties of the iterates b̂t at each step t, in particular
for smaller values of t where b̂t is not yet close to the optimizer b̂. Our focus centers on two key questions:

(Q1) Can we quantify the predictive performance of b̂t for each t along the trajectory?

(Q2) Can we use the iterates b̂t to construct confidence intervals for the entries of b∗, for instance by deriving

asymptotic normality results around b̂t?

This paper provides affirmative answers to these questions. Our contributions are summarized as follows:

i) We introduce a reliable method for estimating the generalization error of each iterate b̂t obtained from

widely-used algorithms that solve (1.2). This estimator takes the form 1
n∥

∑
s≤t ŵs,t(y −Xb̂s)∥2, i.e.,

the mean square error of the weighted average of the residual vector {y − Xb̂s}s≤t with carefully
chosen data-driven weights ŵs,t defined in Theorem 2.1 below. These weights are algorithm-specific
and are computed from the data. The theory also allows us to derive estimators for the generalization
error of weighted averages of the iterates. For instance, our approach enables the estimation of the
generalization error for the average 1

T

∑T
t=1 b̂

t. The corresponding theory is presented in Theorem 2.2.
ii) The proposed estimator of the generalization error serves as a practical proxy for minimizing the true

generalization error. To identify the iteration index t such that b̂t has the lowest generalization error,
one can choose the t that minimizes the estimated generalization error. This approach offers a viable
method for pinpointing the optimal stopping point in the algorithm’s trajectory. This application is
presented in Corollary 2.3.
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iii) We develop a method for constructing valid confidence intervals for the elements of b∗ based on a

given iteration t and iterate b̂t. Consequently, one needs not wait for the convergence of the algorithm
to construct valid confidence intervals for b∗. In cases where early-stopping is beneficial for achieving
smaller generalization error, confidence intervals based on the early-stopped iterate b̂t̂ (where t̂ is chosen
by minimizing the estimated risk) are shorter than the confidence interval based on the fully converged

minimizer b̂. The theory on asymptotic normality and confidence intervals is provided in Theorem 2.4.
iv) The proposed method is applicable to a broad spectrum of regression techniques and algorithms. We

provide detailed expressions of the weights ŵs,t for several popular algorithms in Section 3. It offers a
practical solution for determining the optimal stopping iteration of the algorithm to enjoy the smallest
generalization error as a function of t along the trajectory. Extensive simulation studies on synthetic
data corroborate our theoretical findings. These studies demonstrate the efficiency of our proposed
risk estimator for b̂t, and confirm the validity of the asymptotic normality results for the entries of b∗

derived from b̂t. The simulations are presented and discussed in of Section 3.

1.5. Related literature

For regression problems in the proportional regime (1.3), the most extensively studied iterative algorithm
is Approximate Message Passing (AMP) (Donoho et al., 2009; Bayati and Montanari, 2011, 2012). In the

current framework, AMP can be formulated as b̂t+1 = ηt+1(b̂t +
∑

s≤t w
amp
t,s vs), where wamp

t,s are specific
scalar weights. These weights ensure that at each step, the input of ηt+1 is approximately normally dis-

tributed. This construction enables tracking the evolution of the error of b̂t as a function of t using a
simple recursion, referred to as state evolution. AMP has found numerous applications, including for in-
stance in high-dimensional statistics (Bayati and Montanari, 2012; Celentano and Montanari, 2022), spiked
models/low-rank matrix denoising (Montanari and Venkataramanan, 2021, and references therein) or sam-
pling (El Alaoui et al., 2022). A proof of the state evolution for non-separable ηt is given in Berthier et al.
(2020). The focus of the present is to study algorithms from the optimization literature such as proximal
gradient (1.4), AGD or ISTA/FISTA that do not use the special AMP weights.

Celentano et al. (2020); Montanari and Wu (2022) exhibit fundamental limits for the performance of
iterations that encompass (1.7). These works show that iterates can be viewed as a Lipschitz function g∗ of
some AMP algorithm. They characterize the fundamental lower bound obtained by taking the infimum over
all g∗ and corresponding AMP algorithms, and show that the lower bound is attained by a specific AMP
algorithm, termed Bayes-AMP. Our goal in this paper is different: to develop a data-driven estimate of the
error of the iterates b̂t.

Still in the proportional regime, Chandrasekher et al. (2022, 2023); Lou et al. (2024) consider iterations
that, in order to compute the (t + 1)-th iterate, use a fresh random batch (xt+1

i , yt+1
i )i∈Nt+1 independent

of all the past (here, the past refers to b̂t, b̂t−1, ...b̂1 as well as the random samples used to compute these).
These works characterize the evolution of the iterates’ performance (measured by mean square error, or inner
product with the ground truth) by a sequence of deterministic scalars defined by simple recursions, and they
show that the iterates’ performance is close to the deterministic scalars. If samples are reused across iterations,
as in the present paper, it is still possible to characterize deterministic equivalents of the performance of the
iterates in some cases (see Celentano et al. (2021) for continuous-time iterates, Gerbelot et al. (2022) for
discrete-time ones). The deterministic equivalents of the iterates’ performance are necessarily more complex
than in the fresh random batch setting. This complexity is captured by limiting Gaussian processes indexed
by t ∈ [T ] (Celentano et al., 2021; Gerbelot et al., 2022).

For optimization of the least-squares problem, with ρ(·) = 0 in (1.2), Ali et al. (2020, 2019); Sheng and
Ali (2022) (among others) study equivalences between early stopping and L2 regularization: stopping the
iterations of GD or AGD at a fixed t implicitly performs shrinkage of a similar nature to Ridge regression.
For gradient descent iterations solving this least-squares problem, Patil et al. (2024) develops estimates of
the generalization error of the iterates using leave-one-out cross-validation, and show consistency of these
leave-one-out estimates along the GD trajectory. While leave-one-out estimates are close to the goal of the
present paper, i.e., to develop estimates of the generalization error along the trajectory of the algorithm, they
are not computationally practical without further modifications since they require to running n algorithms
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in parallel to obtain the leave-one-out estimate.
Outside of the proportional regime (1.3), Luo et al. (2023) develop an efficient approximation of leave-one-

out cross validation for iterates b̂t solving empirical risk minimization problems with additive regularization.
The normalized Hessian of the objective function is assumed to be Lipschitz and non-singular at the iterates,
which precludes settings of interest for the present paper with p > n and non-smooth penalty in (1.2). For
uncertainty quantification of the iterates, Hoppe et al. (2023) extends the classical debiased lasso estimator
(Zhang and Zhang, 2014a; Javanmard and Montanari, 2014; van de Geer et al., 2014b) to the iterates of a
variant of ISTA. The asymptotic normality in Hoppe et al. (2023) requires a bound on the size of the supports

of b̂t and b∗, as well as ∥b̂t − b∗∥ to vanish as n → ∞. This is not the case in the regime (1.3) of interest
here where p and n are of the same order. The present paper departs from this analysis of a variant ISTA
on several fronts. First, our analysis is grounded in a more general iteration formula (see (1.6) and (1.7)),
which encompasses a broader spectrum of algorithms. Second, our results establish asymptotic normality of
b̂t for any t, and do not require ∥b̂t−b∗∥ to vanish as n → ∞. In contrast to these studies, the present paper
introduces new estimator of the generalization error of algorithm iterates that solve the regression problem
(1.2) for p > n and with non-smooth penalty functions. Additionally, we propose a method to construct

confidence intervals for the entries of b∗ by debiasing the iterate b̂t.

1.6. Notation

Regular variables like a, b, ... refer to scalars, bold lowercase letters such as a, b, ... represent vectors, and bold
uppercase letters like A,B, ... indicate matrices. For an integer n ≥ 1, we use the notation [n] = {1, . . . , n}.
The vectors ei ∈ Rn, ej ∈ Rp, et ∈ RT denote the canonical basis vector of the corresponding index. For
clarity, we always use implicit index i to loop or sum over [n], index j to loop over [p], and indices t, t′, s to
loop over [T ]. For a real vector a ∈ Rp, ∥a∥ denotes its Euclidean norm. For a matrix A, ∥A∥F, ∥A∥op, ∥A∥∗
denote its Frobenius, operator and nuclear norm, respectively. For a matrix A, we denote its maximum and
minimum singular values by σmax(A) and σmin(A), respectively. If A is symmetric, λmax(A) and λmin(A)
are its maximum and minimum eigenvalues. Let A⊗B be the Kronecker product of matrices A and B. Let
1n denote the all-ones vector in Rn, and In denote the identity matrix of size n. For an event E, I(E) denotes
the indicator function of E. It takes the value 1 if the event E occurs and 0 otherwise. Let N(µ, σ2) denote
the Gaussian distribution with mean µ and variance σ2, and Nk(µ,Σ) denote the k-dimensional Gaussian
distribution with mean µ and covariance matrix Σ. For a random sequence ξn, we write ξn = OP (an) if ξn/an
is stochastically bounded, and

p−−→ for convergence in probability and
d−−→ for convergence in distribution.

We reserve the letters c and C to denote generic constants. Additionally, we use C(ζ, T, γ, κ) to denote a
positive constant that depends only on ζ, T, γ, κ. The exact values of these constants may vary from place
to place.

2. Main results

Throughout the paper, given iterates b̂1, ..., b̂t, ..., define vt ∈ Rp by

(2.1) vt = n−1X⊤(y −Xb̂t) for t ≥ 1.

2.1. Iterates and derivatives

Our first task is to establish some notation (namely, matrices J ,D ∈ RpT×pT ) that will be used to construct
the proposed estimators. As a warm-up, we will first introduce this notation for proximal gradient descent
(Section 2.1.1) and iterates constructed from the two previous ones (Section 2.1.2). Notation for the general
form (1.7) will be given in Section 2.1.3.
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2.1.1. Proximal gradient descent

Consider the proximal gradient descent iterates (1.4). With this notation and starting with b̂1 = 0, the
proximal gradient descent (1.4) iterations can be rewritten as

b̂t = gt(b̂
t−1,vt−1), where gt(b

t,vt) = prox[ 1Lρ](bt + 1
Lv

t).(2.2)

The Jacobian of the function gt is a matrix of size p× 2p and can be partitioned into the two p× p blocks

(2.3) Jt,t−1 =
∂gt
∂bt−1

(b̂t−1,vt−1), Dt,t−1 =
∂gt

∂vt−1
(b̂t−1,vt−1).

Next, define J ∈ RpT×pT and D ∈ RpT×pT with T × T blocks of size p× p as follows

(2.4) J =



0 0 · · · · · · · · · 0

J2,1 0
. . . · · · · · ·

...

0 J3,2 0
. . . · · ·

...

0 0 J4,3 0
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 0 JT,T−1 0


, D =



0 0 · · · · · · · · · 0

D2,1 0
. . . · · · · · ·

...

0 D3,2 0
. . . · · ·

...

0 0 D4,3 0
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 0 DT,T−1 0


.

Each 0 block in the above J ,D is the zero matrix of size p×p. For iterations depending not only on b̂t−1,vt−1

but also on previous iterates, the lower triangular blocks of D,J will be filled with the corresponding non-zero
blocks of the Jacobian of gt, as shown in the next subsections.

2.1.2. Combining two previous iterates

To incorporate more general algorithms beyond proximal gradient descent, we consider the iteration formula:

b̂t = gt(b̂
t−1, b̂t−2,vt−1,vt−2) for t ≥ 2.(2.5)

Here, b̂1 serves as an initial vector, and we set b̂0 = v0 = 0p. The iteration functions gt(·) : R4p →
Rp are determined by user-specified algorithms. We include b̂t−2 and vt−2 into the argument of (2.5) to
encompass optimization algorithms that update iterates by considering information from the two preceding
steps. This general formulation accommodates popular algorithms such as Nesterov’s accelerated gradient
(AGD) method (Nesterov, 1983, 2003) and the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)
(Beck and Teboulle, 2009). We provide detailed expressions of gt for several important algorithms in Section 3.

For algorithms with iteration function gt in (2.5) depending on the previous two iterates, the Jacobian of
gt at a point where gt is differentiable is a matrix of size Rp×4p. This Jacobian matrix in Rp×4p is naturally
partitioned into the four p× p blocks:

(2.6)
Jt,t−1 =

∂gt
∂bt−1

(b̂t−1, b̂t−2,vt−1,vt−2), Dt,t−1 =
∂gt

∂vt−1
(b̂t−1, b̂t−2,vt−1,vt−2),

Jt,t−2 =
∂gt
∂bt−2

(b̂t−1, b̂t−2,vt−1,vt−2), Dt,t−2 =
∂gt

∂vt−2
(b̂t−1, b̂t−2,vt−1,vt−2).

We further define larger matrices J ,D ∈ RpT×pT by setting the (t, t′) block of J as Jt,t′ and that of D as
Dt,t′ for all t, t′ ∈ [T ] for all t, t′ corresponding to matrices in (2.6), with zeros everywhere else:

(2.7) J =



0 0 · · · · · · · · · 0

J2,1 0
. . . · · · · · ·

...

J3,1 J3,2 0
. . . · · ·

...

0 J4,2 J4,3 0
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 JT,T−2 JT,T−1 0


, D =



0 0 · · · · · · · · · 0

D2,1 0
. . . · · · · · ·

...

D3,1 D3,2 0
. . . · · ·

...

0 D4,2 D4,3 0
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 DT,T−2 DT,T−1 0


.
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An equivalent definition of J ,D using Kronecker products is

J =

T∑
t=2

t−1∑
s=t−2

(ete
⊤
s ) ⊗ Jt,s, D =

T∑
t=2

t−1∑
s=t−2

(ete
⊤
s ) ⊗Dt,s,

where et, es are the t-th and s-th canonical basis vectors in RT .

2.1.3. General form: combining all previous iterates

More generally, our theory applies to iterations that depend on all previous iterates, i.e., iterates of the form

(2.8) b̂t = gt(b̂
t−1, b̂t−2, . . . , b̂2, b̂1, vt−1, , . . . ,v2,v1)

with vs = b̂s = 0p for all s ≤ 0 by convention. With the more general iterations (2.8) depending on all
previous iterates, the Jacobian of gt in (2.8) is now a matrix in Rp×2p(t−1) partitioned into blocks

(2.9) Jt,s =
∂gt
∂bs

(
b̂t−1, ..., b̂1,vt−1, ...,v1

)
, Dt,s =

∂gt
∂vs

(
b̂t−1, ..., b̂1,vt−1, ...,v1

)
for all s = 1, ..., t− 1. The large matrices J ,D ∈ RpT×pT are then defined as

(2.10) J =

T∑
t=2

t−1∑
s=1

(ete
⊤
s ) ⊗ Jt,s, D =

T∑
t=2

t−1∑
s=1

(ete
⊤
s ) ⊗Dt,s.

This generalizes (2.7) when b̂t depends on all previous iterates. The matrices J and D are always lower
triangular block matrices, as in (2.7).

2.2. Lipschitz assumption and the chain rule

Throughout, we assume the following.

Assumption 2.1. The algorithm starts with b̂1 = 0. The iteration function gt in (2.8) is ζ-Lipschitz and
satisfies gt(0) = 0.

The notation in (2.6) and (2.9) naturally arises from the application of the chain rule in the recursive com-
putation of derivatives for the iterates (2.5) and (2.8). While assuming that gt is Lipschitz (Assumption 2.1)
implies that the iterates are differentiable almost everywhere with respect to (X,y) by Rademacher’s theo-
rem (a locally Lipschitz function of (y,X) is differentiable almost everywhere), the chain rule may fail for
composition of multivariate Lipschitz functions. This technical issue is clearly apparent with the example

(2.11) ϕ∗(u, v) = (u, u), ϕ∗∗(u, v) = max(u, v), ϕ∗∗ ◦ ϕ∗(u, v) = u.

Although ∂
∂u

(
ϕ∗∗ ◦ ϕ∗)(u, v) = 1 clearly holds, the chain rule is undefined because ϕ∗∗ is not differentiable

at ϕ∗(u, v) for all (u, v) ∈ R2. A fix to this issue for the composition of locally Lipschitz functions is given
in Corollary 3.2 of Ambrosio and Dal Maso (1990): the chain rule for for the composition of two Lipschitz
functions g : Rk → Rq, u : Rq → Rp holds almost surely in the modified form ∇(g ◦ u)(x) = ∇(g|Tu

x
)∇u(x)

where g|Tu
x

is the restriction of g to the affine space defined in (Ambrosio and Dal Maso, 1990, Corollary
3.2). Thus, in order to leverage the chain rule in our proofs, we will assume that the matrices in (2.6) or (2.9)
are all modified, if necessary, in order to grant the chain rule as given in (Ambrosio and Dal Maso, 1990,
Corollary 3.2). In many practical examples, the Lipschitz (but not-necessarily differentiable everywhere)
nonlinear function used to recursively obtain the iterates is separable, i.e., gsep : Rp → Rp of the form

gsep(x)j = gj(xj) for all x ∈ Rp, j ∈ [p] for some functions gj : R → R.

This is the case for the soft-thresholding in (1.5) as well as its variants, FISTA and LQA, detailed in
Sections 3.4 and 3.5. In this case by (Ziemer, 1989, Theorem 2.1.11), the chain rule holds almost everywhere
for the composition of Lipschitz functions of the form gj ◦ h for h : Rk → R and gj : R → R. Consequently,
the usual (unmodified) chain rule is granted almost everywhere for compositions of Lipschitz functions that
are either separable or everywhere differentiable.
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2.3. Memory matrix

Equipped with the above notation in (2.9) and (2.10), we now introduce the memory matrix. The memory

matrix is a key ingredient in the construction of our estimator of the prediction error of the iterate b̂t obtained
from the iterations (2.5) or (2.8).

Definition 2.1. For iterates {b̂1, b̂2, ..., b̂T } obtained from the iteration (2.8), with D,J defined in (2.10),
define the memory matrix Â ∈ RT×T as

(2.12) Â =
1

n

n∑
i=1

(
IT ⊗ (e⊤i X)

)(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1

D
(
IT ⊗ (X⊤ei)

)
where ei ∈ Rn is the i-th canonical basis vector.

By definition, the memory matrix Â only depends on the data (X,y), the iterates b̂t, the vectors vt in

(2.1), and the derivative matrices in (2.9) evaluated at (b̂t−1, ..., b̂1,vt−1, ...,v1). The specific computation of
Â thus depends on the iteration function gt through the derivative matrices in (2.9) that appear as blocks
of D and J . The matrix Â will differ significantly for different choices of nonlinear functions gt. For the
same nonlinear functions gt, the matrix Â will also be different for different realizations of the data (X,y),
although we observe in practice that the entries of Â concentrate and have small variance with respect to
the randomness of (X,y).

In Section 3, we provide detailed expressions of J and D for several important algorithms in the opti-
mization literature. While definition (2.12) involves the inverse of a matrix of size RpT×pT , due to its specific
structure, computation of Â requires much fewer resources that performing a matrix inversion or solving a
linear system in RpT×pT . We provide efficient methods to compute Â row by row in Section 4.

An equivalent definition of the matrix Â is to consider the matrix

(2.13)
1

n

(
IT ⊗X

)(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1

D
(
IT ⊗ (X⊤)

)
in RnT×nT as a matrix by block, with T × T blocks of size n × n. The matrix Â ∈ RT×T is then obtained
by taking the trace of each n× n block.

Since D and J are lower triangular matrices with diagonal blocks equal to 0p×p, both IpT + D(IT ⊗
X⊤X/n) − J and its inverse are lower triangular with diagonal blocks equal to Ip. Consequently, (2.13) is
block lower triangular with diagonal blocks equal to 0n×n. By taking the trace of each n×n block in (2.13),
we see that Â ∈ RT×T is lower triangular with zero diagonal entries. It thus always holds that the matrix
IT − Â/n is a lower triangular with all diagonal entries equal to 1, invertible, with (IT − Â/n)−1 also lower
triangular with all diagonal entries equal to 1. The matrix

(IT − Â/n)−1

plays a critical role in our estimator of the generalization error of each iteration b̂t in Theorems 2.1 and 2.2
below.

2.4. Probabilistic assumptions and proportional regime

Our main theorems below hold under the following assumptions.

Assumption 2.2. The design matrix X has i.i.d. rows from Np(0,Σ) for some positive definite matrix Σ
satisfying 0 < λmin(Σ) ≤ 1 ≤ λmax(Σ) and ∥Σ∥op∥Σ−1∥op ≤ κ.

Assumption 2.3. The noise ε is independent of X and has i.i.d. entries from N(0, σ2).

Assumption 2.4. The sample size n and predictor dimension p satisfy p/n ≤ γ for a constant γ ∈ (0,∞).

Recall that ζ is the Lipschitz constant in Assumption 2.1. In the results below, (ζ, T, γ, κ) can be thought
of as constant problem parameters as n, p → +∞; our upper bounds involve constants C(ζ, T, γ, κ) that only
depend on these four quantities.
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2.5. Estimation of the generalization error of iterates

We are interested in quantifying the performance of each iterate b̂t. We assess the performance of the iterate
b̂t using the out-of-sample prediction error (also referred to as prediction risk or generalization error)

(2.14) rt
def
= E

[(
ynew − x⊤

newb̂
t
)2 | (X,y)

]
= ∥Σ1/2(b̂t − b∗)∥2 + σ2,

where (xnew, ynew) is a new test sample that has the same distribution as (x1, y1), the first row of (X,y).

Since b̂t is measurable with respect to (X,y), the last equality above follows from Assumptions 2.2 and 2.3.
Note that (xnew, ynew) is only used as a mathematical device to define rt in (2.14); we do not assume that
independent test samples are available. Our first result concerns the estimation of prediction risk rt for each
iterate b̂t.

Theorem 2.1 (Estimation of prediction risk). Let Assumptions 2.1 to 2.4 be fulfilled. For each t ∈ [T ],
define the estimate r̂t of rt by

(2.15) r̂t =
1

n

∥∥∥ t∑
s=1

ŵt,s

(
y −Xb̂s

)∥∥∥2,
where ŵt,s = e⊤t (IT − Â/n)−1es. We have for any t ∈ [T ],

(2.16) E
∣∣r̂t − rt

∣∣ ≤ n− 1
2 var(y1)C(ζ, T, γ, κ).

Here var(y1) = ∥Σ1/2b∗∥2 + σ2, and C(ζ, T, γ, κ) is a constant depending only on ζ, T, γ, κ.

Theorem 2.1 establishes that r̂t is
√
n-consistent when var(y1), ζ, T, γ, κ are constant as n, p → +∞. The

risk estimate r̂t for b̂t is determined by both the current residual vector y −Xb̂t and all preceding residual
vectors {y−Xb̂s}s=1,...,t−1 through the weighted sum inside the mean squared norm in (2.15). These weights
(ŵt,1, . . . , ŵt,t) are the first t entries of the t-th row of the matrix (IT − Â/n)−1. The proof of Theorem 2.1
is given in Appendix G.

By construction of the matrices Â and (IT −Â/n)−1, the definition of these weights are not influenced by
the total number of iterations T (e.g., the weights (ŵs,t)s≤t for any t ≤ T are the same if the total number
of iterations is T or any T ′ > T ). In other words, opting for a larger T simply enlarges the dimensions of the
matrix Â and the inverse matrix (IT −Â/n)−1, yet the first t entries in the t-th row of (IT −Â/n)−1 remain
unchanged. The necessity of a total number of iteration, T , is arguably artificial; an equivalent presentation
would increase the size of Â and (IT − Â/n)−1 by one row and one column at every new iteration. We opted
for a fixed total number of iterations T with matrices Â and (IT −Â/n)−1 having fixed size T ×T for clarity,
to avoid dealing with matrices changing in size.

Remark 2.1 (Risk of initialization). For t = 1, ŵt,s = I(s = 1) since (IT − Â/n)−1 is lower triangular with

diagonal entries all equal to 1. As a sanity check, we obtain r̂1 = n−1∥y −Xb̂1∥2 from (2.15), which is an

unbiased estimate of the prediction error of the initialization b̂1 since b̂1 is independent of (X,y).

Besides the individual iterate b̂t, one might also consider the estimate b̄ defined as the average of m
consecutive iterates starting from b̂t0 , i.e., b̄ = 1

m

∑t0+m−1
t=t0

b̂t. The prediction risk of the estimate b̄ is then

σ2 + ∥Σ1/2(b̄− b∗)∥2 =
1

m2

t0+m−1∑
t=t0

t0+m−1∑
t′=t0

[
σ2 + (b̂t − b∗)⊤Σ(b̂t

′
− b∗)

]
,

simply by expanding the square. Estimation of the generalization error of b̄ is thus possible provided that
we can estimate the terms

(2.17) rtt′
def
= σ2 + (b̂t − b∗)⊤Σ(b̂t

′
− b∗)

for each t, t′ inside the double sum. The following result derives a
√
n-consistent estimate of rtt′ , using the

same weights as in Theorem 2.1.
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Theorem 2.2 (Proof is given in Appendix F). Let Assumptions 2.1 to 2.4 be fulfilled. For two integers
t, t′ ≤ T define the estimate of rtt′ as

(2.18) r̂tt′ =
1

n

( t∑
s=1

ŵt,s

(
y −Xb̂s

))⊤( t′∑
s′=1

ŵt′,s′
(
y −Xb̂s

′))
,

where ŵa,b = e⊤a (IT − Â/n)−1eb for all a, b ∈ [T ] as in Theorem 2.1. Then

E|r̂tt′ − rtt′ | + var(rtt′)
1/2 ≤ n− 1

2C(ζ, T, γ, κ)var(y1).

2.6. An oracle inequality for early stopping

Since Theorem 2.1 provides upper bounds of the form E|r̂t−rt| ≤ n−1/2C(ζ, T, γ, κ)var(y1). A straightforward
application of Markov’s inequality yields the following.

Corollary 2.3 (Proof is given in Appendix H). Let Assumptions 2.1 to 2.4 be fulfilled. Select an iteration

t̂ ∈ [T ] by minimizing (2.15), that is, t̂ = arg mint∈[T ] ∥
∑

s≤t ŵt,s(y − Xb̂s)∥2/n. Then for any constant
c ∈ (0, 1/2),

P
(
∥Σ1/2(b̂t̂ − b∗)∥2 ≤ min

s∈[T ]
∥Σ1/2(b̂s − b∗)∥2 +

var(y1)

n1/2−c

)
≥ 1 − C(ζ, γ, T, κ)

nc
→ 1.

This means that after running T iterations, we can pick the iteration t̂ that minimizes the criterion (2.15),
and this choice achieves the smallest prediction error among the first T iterates up to a negligible error term.
This is appealing for the settings illustrated in Figures 1 to 5 where the generalization error of the iterates
b̂t is first decreasing in t up to some t∗, before increasing for t ≥ t∗. The above selection of t̂ guarantees that
the risk of b̂t̂ is close to that of b̂t∗ .

Given Kn candidate sequences of nonlinear functions, say (gk
t )t∈[T ] for each k ∈ [Kn], a similar argument

using Markov’s inequality yields

∥Σ1/2(b̂t̂ − b∗)∥2 ≤ min
k∈[Kn]

min
s∈[T ]

∥Σ1/2(b̂s − b∗)∥2 + var(y1)oP (1)

if (ζ, γ, T, κ) are constants as n, p → +∞ and Kn = o(
√
n).

2.7. Alternative weights and covariance-adaptive weights

The proofs of Theorems 2.1 and 2.2 reveal that if Σ = Ip, the weights ŵt,s in (2.15) and (2.18) can be
replaced with the alternative weights

w̌t,s = I{t = s} +
1

n
Tr

[
(e⊤t ⊗ Ip)

(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1D(es ⊗ Ip)

]
= I{t = s} +

1

n

p∑
j=1

(e⊤t ⊗ e⊤j )
(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1D(es ⊗ ej)

(for Σ = Ip).

Indeed, these alternative weights w̌t,s are the (t, s) entries of the matrix IT +Ĉ/n in the proof of Theorem 2.2

with Ĉ ∈ RT×T defined in (F.2). These weights satisfy

(2.19) E
[ T∑
s=1

1

n

∥∥∥ t∑
s=1

(ŵt,s − w̌t,s)(y −Xb̂s)
∥∥∥2] ≤ C(ζ, T, γ)n−1/2, when Σ = Ip,

by (F.10) in the appendix. This means that ŵt,s and w̌t,s can be used interchangeably as weights for (y −
Xb̂s)s≤T in the definition of r̂t when Σ = Ip.
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This interchangeability is lost as soon as Σ ̸= Ip. In this case, the alternative weights w̌t,s have expression

(2.20) w̌t,s = I{t = s} + 1
n Tr

[
(e⊤t ⊗Σ1/2)

(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1D(es ⊗Σ1/2)

]
using the correspondence (D.6). The alternative weights w̌t,s thus require the knowledge of Σ. This is the
main reason we presented the main results using the weights ŵt,s and the memory matrix Â: The expressions
of ŵt,s and Â do not require prior knowledge of Σ or estimating Σ from the data. The weights ŵt,s are
thus preferable, and more broadly applicable than w̌t,s. This duality between two interchangeable scalar
adjustments, one requiring the knowledge of Σ and one not requiring it, was already observed in regularized
M-estimation (Bellec and Shen, 2022, Section 5).

2.8. Iterative debiased estimation

This subsection focuses on asymptotic normality and statistical inference for the entries of b∗ using iterate
b̂t. The next theorem shows that the following debiased estimate,

(2.21) b̂t,debiasj := b̂tj︸︷︷︸
iterate

+ n−1
t∑

s=1

ŵt,s

(
y −Xb̂s

)⊤
XΣ−1ej︸ ︷︷ ︸

bias correction

,

is approximately normally distributed and centered at b∗j . Above, the observable weights ŵt,s are the same
as in Theorem 2.1. The approximate normality below is quantified using the 2-Wasserstein distance between
probability distributions in RT , defined as W2(µ, ν) = inf(u,w) E[∥u − v∥2]1/2 where the infimum is taken
over all couplings (u,w) of the two probability measures (µ, ν). We refer to (Villani et al., 2009, Definition
6.8) for several characterizations of convergence with respect to W2.

The following result is understood asymptotically as n, p → +∞. Implicitly, we assume that a sequence of
regression problems (1.1) is given, together with nonlinear functions gt in (2.8). It is implicit that n serves
as the index of the sequence, and p = p(n), b∗(n), gt

(n) all implicitly depend on n and may change values as
n increases, as long as Assumptions 2.1 to 2.4 are fulfilled for every n. The constants (T, ζ, γ, κ, σ2) do not
depend on n.

Theorem 2.4. Let Assumptions 2.1 to 2.4 be fulfilled and assume that both T and var(y1) are bounded from
above by a fixed constant as n, p → +∞. Then there exists a random vector ζj in RT with

(2.22) max
j∈[p]

W2

(
Law(ζj), N

(
0T ,

(
E[rtt′ ]

)
(t,t′)∈[T ]×[T ]

))
→ 0

such that for each t ∈ [T ],

(2.23)

p∑
j=1

E
[(√ n

∥Σ−1/2ej∥2
(
b̂t,debiasj − b∗j

)
− ζjt

)2]
≤ C(ζ, T, κ, γ)var(y1).

The proof of Theorem 2.4 is given in Appendix I. If var(y1) stays bounded as n, p → +∞, the sum over
p entries in the left-hand side of (2.23) stays bounded, and at most a constant number of entries may not
converge to 0. This is made precise in the following corollary.

Corollary 2.5. Let Assumptions 2.1 to 2.4 be fulfilled and assume that T , var(y1) are bounded from above
by a fixed constant as n, p → +∞. Let ap → +∞ be a slowly increasing sequence (e.g., ap = log p). There
exists a subset Jn,p of size at least p− ap such that

(2.24) max
j∈Jn,p

W2

(√ n

∥Σ−1/2ej∥2
(
b̂t,debiasj − b∗j

)
, N

(
0,E[rt]

))
→ 0.
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The proof of Corollary 2.5 is given in Appendix J. Convergence in 2-Wasserstein distance implies conver-
gence in distributions (Villani et al., 2009, Def. 6.8 and Theorem 6.9). If var(y1)/σ2 is bounded as n, p → +∞,
Theorem 2.2 further shows that r̂t consistently estimates E[rt], so that by Slutsky’s theorem and (2.24), the
z-score

(2.25)

√
n(b̂t,debiasj − b∗j )

∥Σ−1/2ej∥
√
r̂t

converge to N(0, 1) in distributions uniformly over j ∈ Jn,p. For those overwhelming majority of components
j ∈ Jn,p, Theorem 2.2 and Corollary 2.5 thus provide the 1 − α confidence interval for b∗j :

[
b̂t,debiasj − zα/2

√
r̂t
n

(Σ−1)jj , b̂t,debias + zα/2

√
r̂t
n

(Σ−1)jj

]
,

where zα/2 is the standard normal quantile defined by P(|N(0, 1)| ≥ zα/2) = α.
Asymptotic normality “on average” over coordinates, or only over a large subsets of coordinates, is typical

in asymptotic normality results in the proportional regime, see for instance Bayati and Montanari (2012);
Sur and Candès (2019); Lei et al. (2018); Berthier et al. (2020); Celentano et al. (2023); Bellec and Zhang
(2023). Studying the remaining coordinates (j /∈ Jn,p above) remains a challenge, and in some situations the
remaining coordinates exhibit a “variance spike” where the standard deviation estimate in (2.24) is incorrect
and the asymptotic variance of (2.25) is bounded away from 1 (Bellec and Zhang, 2023, Section 3.7).

One application of Corollary 2.5 is early rejection in hypothesis testing. In order to perform a hypothesis
test of the form

(2.26) H0j : b∗j = 0 against H1j : b∗j ̸= 0,

for the j-th component of the true regression vector b∗ in (1.1). Since the asymptotic normality of the z-
score (2.25) is maintained throughout the iterations, one may perform early tests, without waiting for the

convergence of b̂t: reject H0j at the t-th iteration if the z-score under H0j is larger than the two-sided quantile
of the normal distribution. We may for instance perform this test at t = 10, 102, 103 with an appropriate
Bonferroni multiple testing correction. While the estimates r̂t in (2.15) and r̂tt′ in (2.18) do not require the
knowledge of the covariance matrix Σ, the construction of the debiased estimate (2.21) requires the knowledge
of Σ−1ej or an estimate of it. If unlabeled samples (xi)i=n+1,...,N are available for instance, Σ−1ej can be
estimated by regressing the j-th column onto the others. We emphasize that the knowledge of Σ−1ej is only
used in the construction of debiased estimate (2.21), and that the estimate r̂t of the generalization error is
readily usable without any knowledge of Σ.

3. Concrete examples

In this section, we present the analysis of a few popular algorithms aimed at solving minimization problems
of the form (1.2), including the least-squares problem, Lasso and MCP. For the five algorithms present
in the five subsections below, we present explicit expressions for iteration functions gt as well as for the
corresponding derivative matrices D,J and the memory matrix Â. For each algorithm, these expressions
are then used to compute the risk estimate r̂t in (2.15) and the z-score in (2.25). To illustrate our theoretical
results, we conduct extensive simulation studies comparing the proposed risk estimator r̂t with the actual risk
rt at each iteration t and constructing normal quantile-quantile plots for z-score defined in (2.25) compared
to the standard normal distribution. We start this section with the simulation settings.

Simulation setup. We consider three distinct scenarios based on the relationship between the sample size
and feature dimension, denoted as (n, p), to generate datasets from the linear model (1.1). These scenarios
are:

• Over-parametrized regime: (n, p) = (1200, 1500), in which the number of features surpasses the number
of samples.
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• Equal-parametrized regime: (n, p) = (1200, 1200), characterized by an equal number of samples and
features.

• Under-parametrized regime: (n, p) = (1200, 500), where the number of samples exceeds the number of
features.

For each scenario, the design matrix X is generated from a multivariate normal distribution with zero
mean and a covariance matrix Σ = (Σjk)j,k∈[p], where Σjk = 0.5|j−k|. The noise vector ε follows the standard
normal distribution, namely, σ2 = 1. The coefficient vector b∗ is chosen with p/20 nonzero entries, set to a
constant value such that the signal-to-noise ratio ∥Σ1/2b∗∥2/σ2 equals 5. For each algorithm in the following

subsections, the initial vector is set to b̂1 = 0, and the algorithm runs for T = 500 iterations, except for GD,
where T = 3000 is necessary to achieve convergence. For each iterate (b̂t)t∈[T ], we compute both the actual
risk rt following (2.14) and our proposed risk estimator r̂t as per (2.15), along with the proposed z-score
defined in (2.25) with j = 1 (i.e., the first coordinate). Each simulation is replicated 100 times. We present
the simulation results for (n, p) = (1200, 1500) for each algorithm in the subsequent subsections, and leave
the other (n, p) pair scenarios to Appendix A since their results are very similar to (n, p) = (1200, 1500).
Each simulation we tried confirmed the accuracy of the estimated risk r̂t for estimating rt as well as the
closeness of the z-scores (2.25) to the standard normal distribution.

3.1. Gradient descent

Consider estimating b∗ by minimizing the squared loss function f(b) = 1
2n∥y−Xb∥2. The gradient descent

(GD) method finds the minimizer of f(b) by iterations

b̂t = b̂t−1 − η∇f(b̂t−1) = b̂t−1 +
η

n
X⊤(y −Xb̂t−1),

with an initialization b̂1 ∈ Rp. Since the function f is an L-smooth with L = ∥X∥2op/n, one can take fixed

step size η = 1
L . Using the definition vt = 1

nX
⊤(y −Xb̂t), the iteration of GD can be written as

(3.1) b̂t = gt(b̂
t−1,vt−1) = b̂t−1 + ηvt−1 for t ≥ 2.

Therefore, the function gt is Lipschitz continuous, and the matrices in (2.3) are given by

(3.2) Jt,t−1 = Ip, Dt,t−1 = ηIp.

Hence, for GD with iteration (3.1), the expressions of J and D in (2.7) become

J =



0 0 · · · · · · 0

Ip 0
. . .

...

0 Ip 0
. . .

...
...

. . .
. . .

. . . 0
0 · · · 0 Ip 0


= L⊗ Ip, D = ηJ = η(L⊗ Ip),

where L ∈ RT×T is the strictly lower triangular matrix L =
∑T

t=2 ete
⊤
t−1. Now we proceed to derive the

expression for each entry of Â in (2.12) for GD. First, note that D = ηJ , so that

J −D(IT ⊗ X⊤X
n ) = L⊗ (Ip − ηX⊤X/n).

Since L is strictly lower triangular, the above display is also lower triangular. With Γ = Ip− ηX⊤X
n , we have

(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1

=
(
IpT − (L⊗ Γ)

)−1

=

∞∑
k=0

(
L⊗ Γ

)k
=

T−1∑
k=0

Lk ⊗ Γk
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thanks to (L⊗ Γ)k = Lk ⊗ Γk by the mixed-product property and since Lk = 0 for k ≥ T . In this case, by
the definition (2.12) of Â, we get

Â =

T−1∑
k=0

Lk+1 Tr
[ η
n
XΓkX⊤

]
=

T−1∑
k=0

Lk+1 Tr
[
(Ip − Γ)Γk

]
=

T−2∑
k=0

Lk+1 Tr
[
(Ip − Γ)Γk

]
.

More visually, since each incremental power of L moves the diagonal one step towards the bottom left, we
have

Â =


0 0 0 0 0

Tr(Ip − Γ) 0 0 0 0
Tr((Ip − Γ)Γ) Tr(Ip − Γ) 0 0 0

...
. . .

. . .
. . . 0

Tr((Ip − Γ)ΓT−2) . . . Tr((Ip − Γ)Γ) Tr(Ip − Γ) 0

 .

The above simplifications are specific to GD and will typically not be possible for examples involving nonlinear
transformations such as soft-thresholding. Computation of Â is straightforward once the eigenvalues of Γ is
computed.

Remark 3.1. A closely related estimator to the GD iterates (3.1) is the minimum ℓ2 norm least-squares
estimator, is defined as

b̃ = arg min
{
∥b∥ : b minimizes ∥y −Xb∥2

}
.(3.3)

For n > p, b̃ = (X⊤X)−1X⊤y, and for n ≤ p, b̃ = X⊤(XX⊤)−1y. It is equivalent to write b̃ =

(X⊤X)†X⊤y where † denotes the Moore-Penrose inverse. The GD iterates b̂t in (3.1) converge to the min-

norm least-squares solution b̃ as t → ∞ (Hastie et al., 2022, Proposition 1). We observe this phenomenon in

the simulations below where the risk of b̃ is represented by an horizontal green curve.

Simulation results. Define r∞ := ∥Σ1/2(b̂∞− b∗)∥+σ2, where b̂∞ := limt→∞ b̂t is the min-norm least-

squares estimator (3.3), and has closed-form expression b̂∞ = b̃ = (X⊤X)†X⊤y. At each iteration t ∈ [T ],
we calculate and present the average estimated risk r̂t, the actual risk rt, and the limiting risk r∞ over 100
repetitions, including 2-standard error bars, in Figure 1a. We also provide the quantile-quantile (Q-Q) plot
of the z-score (2.25) at different iterations in Figure 1b.
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(b) Q-Q plots of z-score at different iterations.

Fig 1: Risk curves and qq-plots of z-score of GD for (n, p) = (1200, 1500).

Figure 1a shows a strong alignment between our risk estimate r̂t and the actual risk rt. Notably, both
the risk and the estimated risk reach their minimum at iteration 8, suggesting that b̂8 yields the lowest out-
of-sample prediction risk. This observation indicates that it is beneficial to terminate the algorithm as early
as iteration 8, rather than continuing with additional iterations, because the risk will blow up quickly after
iteration 8. As t increases, we observe from Figure 1a that r̂t converges to r∞, indicating the effectiveness of
our risk estimator for large t. Furthermore, Figure 1b reveals that the quantiles closely match the 45-degree
line (shown in red). This alignment supports the conclusion that the z-score (2.25) closely approximates a
standard normal distribution.

3.2. Nesterov’s accelerated gradient descent (AGD)

The Nesterov’s accelerated gradient method (Nesterov, 1983) is a remarkable extension of the gradient
descent by utilizing the momentum from previous iterates. It is well known that AGD enjoys quadratic
convergence rates, which is faster than the linear convergence rate of the gradient descent. To describe the
iteration of AGD, define the sequence of scalars

(3.4) a0 = 0, at =
1+

√
1+4a2

t−1

2 , wt = 1−at

at+1
for all t ≥ 1.

From some initialization b̂1 ∈ Rp, AGD iterates are defined as the weighted sum

b̂t = (1 − wt−1)(b̂t−1 + ηvt−1) + wt−1(b̂t−2 + ηvt−2), for all t ≥ 2.(3.5)

Hence, the Jacobian matrices defined in (2.6) are given by

Jt,t−1 = (1 − wt−1)Ip, Dt,t−1 = η(1 − wt−1)Ip,

Jt,t−2 = wt−1Ip, Dt,t−2 = ηwt−1Ip.
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It follows that the expressions of J and D in (2.7) become

J =



0 0 · · · · · · · · · 0

(1 − w1)Ip 0
. . . · · · · · ·

...

w2Ip (1 − w2)Ip 0
. . . · · ·

...

0 w3Ip (1 − w3)Ip 0
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 wT−1Ip (1 − wT−1)Ip 0


, D = ηJ .

Remark 3.2. By Proposition 1 in Hastie et al. (2022), the AGD iterate b̂t in (3.5) also converges to the

min-norm least-squares estimator b̃ as t → ∞.

Simulation results. Similar to the plots for gradient descent, we provide results for AGD applied to
the least-squares problem. The risk curves are shown in Figure 2a and Q-Q plots of the z-score (2.25) in
Figure 2b. The simulation results for AGD are similar to those for GD. Figure 2a clearly shows that the risk
estimate r̂t closely matches the actual risk rt. In addition, the risk curve suggests stopping the algorithm
early at iteration 8 as the estimated risk increases quickly after iteration 8. Both rt and r̂t converge to r∞
as t increases. Figure 2b again confirms that the z-scores (2.25) are close to a standard normal distribution.
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(b) Q-Q plots of z-score at different iterations.

Fig 2: Risk curves and qq-plots of z-score of AGD for (n, p) = (1200, 1500).

3.3. Iterative Shrinkage-Thresholding Algorithm (ISTA)

For regression problems with high-dimensional features, penalized regression are useful to achieve sparse
solutions. Consider the Lasso regression

(3.6) b̂ ∈ arg min
b∈Rp

1

2n
∥y −Xb∥2 + λ∥b∥1.

This objective function of the above optimization has two parts, one is the squared loss, the other is an ℓ1
penalty. ISTA (Daubechies et al., 2004) is a simple algorithm to solve (3.6) by imposing a soft-thresholding
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nonlinearity at each iteration. Concretely, let softθ : Rp → Rp denote the elementwise soft-thresholding oper-
ator, i.e. softθ(b)j = (|bj−θ|)+sgn(bj). ISTA can be viewed as the proximal gradient descent in Section 2.1.1,
and its iteration function gt is given by

(3.7) b̂t = gt(b̂
t−1,vt−1) = softλ/L(b̂t−1 + L−1vt−1).

The function gt is Lipschitz continuous since the soft-thresholding is 1-Lipschitz. Let St =
{
j ∈ [p] :

|b̂tj + L−1vt
j | > λ/L

}
. For ISTA, the expressions of Jt,t−1 and Dt,t−1 in (2.3) are the diagonal matrices

Jt,t−1 =
∑

j∈St−1

eje
⊤
j = diag

((
I{j ∈ St−1}

)
j∈[p]

)
, Dt,t−1 = L−1Jt,t−1.

Substituting the above into (2.4) gives the expressions of J and D for ISTA.
Simulation results. We apply ISTA to solve the Lasso regression (3.6) with two regularization param-

eters λ ∈ {0.01, 0.1}. The ISTA iterates converge to the Lasso estimator (3.6) (see, e.g., Beck and Teboulle
(2009)). We compute the Lasso using the Python module sklearn.linear model.Lasso and use this Lasso
estimator to evaluate the limiting risk r∞. Figure 3a showcases the risk estimator r̂t and actual risk rt
for each iteration t using ISTA. Furthermore, Figure 3b displays the Q-Q plots of the z-score (2.25) for
ISTA. Again, the estimated risk curve closely aligns with the actual risk curve for both values of λ, and the
corresponding z-scores closely approximate the standard normal distribution.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 3: Risk curves and qq-plots of z-score of ISTA for (n, p) = (1200, 1500).

3.4. Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)

Similar to the extension from GD to AGD, FISTA (Beck and Teboulle, 2009) is an accelerated version of
ISTA, incorporating momentum with the weights (3.4). One advantage of FISTA is that it enjoys faster
convergence rate than ISTA (Beck and Teboulle, 2009). Using the same definitions of at, wt in (3.4), FISTA

iterates the following steps with some initialization b̂1 ∈ Rp:

b̂t = gt(b̂
t−1, b̂t−2,vt−1,vt−2)

= (1 − wt−1) softλ/L(b̂t−1 + L−1vt−1) + wt−1 softλ/L(b̂t−2 + L−1vt−2) for t ≥ 2.
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Using St =
{
j ∈ [p] : |b̂tj + L−1vt

j | > λ/L
}

, the matrices in (2.6) are the diagonal matrices

Jt,t−1 = (1 − wt−1)
∑

j∈St−1

eje
⊤
j , Dt,t−1 =

1

L
Jt,t−1,

Jt,t−2 = wt−1

∑
j∈St−2

eje
⊤
j , Dt,t−2 =

1

L
Jt,t−2.

We obtain the expressions of D and J for FISTA by substituting the above into (2.7). Similarly to the
simulation results for ISTA, we present the risk curves and Q-Q plots of the z-score (2.25) for FISTA in
Figure 4.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 4: Risk curves and qq-plots of z-score of FISTA for (n, p) = (1200, 1500).

3.5. Local quadratic approximation in non-convex penalized regression

In this subsection, we consider the folded-concave penalized least-squares,

(3.8) min
b∈Rp

1

2n
∥y −Xb∥2 +

p∑
j=1

ρ(|bj |),

where ρ : R+ → R is a concave penalty function. This encompasses SCAD (Fan and Li, 2001) and MCP
(Zhang, 2010). For simulations, we set ρ(·) to be the MCP penalty with two positive tuning parameters
(λ, τ), defined as

ρ(x;λ, τ) =

{
λx− 1

2τ x
2 if x ≤ τλ

1
2τλ

2 if x > τλ
.(3.9)

For simplicity, we will omit the parameters (λ, τ) in the notation, using ρ(x) instead of ρ(x;λ, τ). Conse-
quently, the derivative of ρ becomes ρ′(x) = (λ − x/τ)I(x ≤ τλ). As τ → ∞, ρ(x) becomes λx, and the
optimization problem (3.8) then coincides with the Lasso (3.6).
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In order to solve the non-convex penalized regression (3.8), we consider the local isotropic quadratic

approximation (LQA) to the least-squares loss f(b) := 1
2n∥y −Xb∥2 at a vector b̂t−1, namely

(3.10) f(b) ≈ f(b̂t−1) + (b− b̂t−1)⊤∇f(b̂t−1) + (L/2)∥b− b̂t−1∥2,

where ∇f(b̂t−1) is the gradient of f evaluated at b̂t−1, and L = n−1∥X∥2op as in previous sections. Applying
the above quadratic approximation (3.10) to the least-squares in (3.8) and ignoring the constant term yields
the optimization problem

(3.11) b̂t = arg min
b∈Rp

1

2
∥b− (b̂t−1 + (nL)−1X⊤(y −Xb̂t−1))∥2 +

1

L

p∑
j=1

ρ(|bj |).

Let b̂tj and vt
j be the j-th entry of b̂t and vt, respectively. For τ ≥ 1/L, the optimization problem (3.11)

admits the closed-form solution

(3.12) b̂tj =

{
softλ/L

(
b̂t−1
j + 1

Lv
t−1
j

)
(1 − 1

τL )−1 if |b̂t−1
j + 1

Lv
t−1
j | ≤ τλ,

b̂t−1
j + 1

Lv
t−1
j otherwise.

.

In this case, Jt,t−1 and Dt,t−1 in (2.3) are the diagonal matrices

Jt,t−1 =

p∑
j=1

eje
⊤
j

[
(1 − 1

τL )−1I
(
|b̂t−1

j + 1
Lv

t−1
j | ∈ [λ/L, τλ]

)
+ I

(
|b̂t−1

j + 1
Lv

t−1
j | > τλ

)]
and Dt,t−1 = 1

LJt,t−1.

Remark 3.3. If τ = ∞, the MCP function reduces to
∑p

j=1 ρ(|bj |) = λ∥b∥1, so MCP is the same as the

Lasso. In this case, the LQA iterations (3.12) become b̂t = softλ/L(b̂t−1 + 1
Lv

t−1), which is the same as ISTA
iterations (3.7) in Section 3.3.

Simulation results. For the MCP penalty function (3.9), we consider λ ∈ {0.1, 0.2} and τ = 3. We dis-
play the curves for the risk estimator r̂t and the actual risk rt for each iteration t in Figure 5a. Additionally,
the Q-Q plots of the z-score (2.25) are given in Figure 5b. Figure 5a shows that the estimated risk accurately
estimates the true risk. The z-scores (2.25) closely approximate the standard normal distribution. Similar to
observations in the aforementioned algorithms, LQA reaches its lowest risk level at around iteration 10. This
suggests that early stopping could be beneficial for LQA for certain tuning parameters to improve general-
ization performance. When comparing the lowest points on the risk curves for LQA with other algorithms
(GD, AGD, ISTA, and FISTA), LQA achieves the lower risk among the tested algorithms at the given tuning
parameters. Figure 5b provides empirical support for the established asymptotic normality of the debiased
LQA iterates in Theorem 2.4.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 5: Risk curves and qq-plots of z-score of LQA for (n, p) = (1200, 1500).

4. Efficient computation of the memory matrix

Recall that the memory matrix Â is crucial in the formulae of proposed risk estimator r̂t in (2.15) and

debiased estimator b̂t,debiasj in (2.21). We have provided specific expressions of Â for various algorithms
in Section 3. In this section, we provide an efficient way to compute the memory matrix Â in (2.12) for
algorithms with the general iterations (2.8).

4.1. Iteratively computing rows of Â

Recall the definition of Â in (2.12) is

Â =
1

n

n∑
i=1

(
IT ⊗ (e⊤i X)

)(
IpT + D(IT ⊗ X⊤X

n ) − J
)−1

D
(
IT ⊗ (X⊤ei)

)
.

The first apparent computational hurdle lies in inverting the large matrix IpT + D(IT ⊗ X⊤X
n ) − J of size

pT × pT . We now provide an efficient way to compute the memory matrix Â without explicitly inverting
this large matrix. Recall that D and J are T × T block lower triangular matrices given in (2.7) or (2.10),

where each block is of size p × p. It follows that J − D(IT ⊗ X⊤X
n ) is also a T × T block lower triangular

matrix with zero diagonal blocks. Let Mt ∈ Rp×(pT ) be the t-th block row of D. Consider the linear system
with unknowns R1 ∈ Rp×pT , . . . ,RT ∈ Rp×pT given by

(
IpT − J + D(IT ⊗ X⊤X

n )
)


R1

R2

...
RT−1

RT

 =


M1

M2

...
MT−1

MT

 = D
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which can be rewritten with Pt,s = Jt,s −Dt,sX
⊤X/n as

(4.1)



Ip 0p×p . . . . . . 0p×p

−P2,1 Ip 0p×p

...

−P3,1 −P3,2 Ip
. . .

...
...

. . .
. . .

. . . 0p×p

−PT,1 . . . −PT,T−1 Ip




R1

R2

...
RT−1

RT

 =


M1

M2

...
MT−1

MT

 = D.

The left-most matrix being lower-triangular with identity diagonal blocks, forward substitution provides the
unique solution: starting with R1 = M1 we obtain directly R2 = M2 + P2,1R1, and more generally for all
t ≥ 1,

(4.2) Rt = Mt +

t−1∑
s=1

Pt,sRs =

t−1∑
s=1

e⊤s ⊗Dt,s +

t−1∑
s=1

Pt,sRs,

where the second equality follows from the observation that D is block lower triangular with t-th row block
Mt =

∑t−1
s=1 e

⊤
s ⊗Dt,s. Given (Rs)s≤t−1, compute Rt according to (4.2) and set

(4.3) Ât,t′ = 1
n Tr

[
XRt(et′ ⊗X⊤)

]
for t′ < t, Ât,t′ = 0 for t′ ≥ t.

If only one or two blocks Pt,s per row are nonzero as in (2.7), which is satisfied for all examples of Section 3,
the recursion (4.2) simplifies in this case to

(4.4) Rt =

t−1∑
s=t−2

e⊤s ⊗Dt,s +

t−1∑
s=t−2

(
Jt,s −Dt,s

X⊤X
n

)
Rs,

followed by (4.3). Notably, we may compute each Rt recursively while only keeping in memory Rt−1 and
Rt−2, both of size p× (pT ), at each step.

4.2. Hutchinson’s trace approximation

The above computation of Â using (4.3) can still be prohibitive, as it requires storing in memory matrices
Rt,Rt−1 of size at most p× (pT ) at each step, and perform matrix-matrix products with dimensions p× p
and p × (pT ) in (4.4). We now describe an efficient way to approximate the entries of Â while avoiding to
store intermediate matrices of size p× (pT ). Let m ≥ 1 be a small constant integer; in simulations we have
noticed that m = 1, 2 or 3 already gives accurate estimates. We propose to approximate the trace (4.3) for
the (t, s)-th entry of Â using Hutchinson’s trace approximation (Hutchinson, 1990)

Tr(M) ≈ Tr(W⊤MW )

for any matrix M ∈ Rn×n, where W ∈ Rn×m is a random matrix with i.i.d. entries uniformly distributed in
{ 1√

m
, −1√

m
}. The Hanson-Wright inequality ensures that the above approximation holds with high-probability

when ∥M∥F is negligible compared to Tr(M). Using this approximation, the computation of the trace of a
matrix of size n× n is reduced to that of a matrix of size m×m.

In our case, we need to approximate the trace in (4.3) using Hutchinson’s approximation. To this end,
let W ∈ Rn×m be a random matrix with i.i.d. entries uniformly distributed in { 1√

m
, −1√

m
} independently

of everything else. The matrix W is only sampled once, and fixed throughout the following computation.
Instead of computing recursively Rt in (4.2), we compute R̄t = Rt(IT ⊗ (X⊤W )) iteratively from (4.2)
with the recursion

(4.5) R̄t =

t−1∑
s=1

e⊤s ⊗ (Dt,sX
⊤W ) +

t−1∑
s=1

(
Jt,s −Dt,s

X⊤X

n

)
R̄s.
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Once R̄t is available, we compute the Hutchinson’s approximation for each entry of the t-th row of Â in
(4.3) by

ÂH
t,t′ =

1

n
Tr

[
W⊤XR̄t(et′ ⊗ Im)

]
for t′ < t and 0 for t′ ≥ t. For AGD and FISTA or any iterative algorithm with D,J given by (2.7), Dt,s and
Jt,s are 0 except for s = t− 1 and s = t− 2. In this case the sums in the recursion for Rt in (4.2) and R̄t in

(4.5) are reduced to
∑t−1

s=t−2 with only two terms. For ISTA and GD, Dt,s and Jt,s are 0 except for s = t−1
so the sum is reduced to only one term at s = t− 1. In this case, the recursion (4.5) only uses mT matrix-
vector products with matrix dimensions smaller than max{n, p, T}. In particular, if mT ≪ min{n, p}, it is
never needed to perform a matrix-matrix multiplication with two matrices with both dimensions of order
n or p. In terms of memory footprint, in the case (2.7), only the last two R̄t−1 and R̄t−2 are needed to
compute R̄t. This is the same cost as storing a matrix of size p × (2mT ), which is negligible compared to
storing X ∈ Rn×p as long as mT ≪ n.

Finally, remark that R̄t is 0 except in its first t−1 column blocks, so that only these first t−1 columns blocks

need to be stored and computed in the recursion (4.5). More precisely, let Vt,t′
def
= Rt(et′ ⊗X⊤W ) ∈ Rp×m

for t′ ≤ t− 1 to be t′ column block of R̄t. Then Hutchinson’s approximation equals

ÂH
t,t′ = 1

n Tr[W⊤XVt,t′ ].(4.6)

At step t, in order to compute Vt
def
= [Vt,1, ..,Vt,t−1] ∈ Rp×m(t−1) in the case (2.7) satisfied by all examples

of Section 3, we have the recursion formula

Vt = Pt,t−2

[
Vt−2, 0p,0p

]
+ Pt,t−1

[
Vt−1, 0p

]
+
[
0p×m(t−3), Dt,t−2X

⊤W , Dt,t−1X
⊤W

]
,

where Pt,s = Jt,s −Dt,sX
⊤X/n as above. In the case of ISTA and FISTA where the nonlinear functions

use the soft-thresholding operator, these approximations let us compute the iterations (1.6) and the memory
matrix (2.12) with problem dimensions n = 25, 000; p = 40, 000;T = 30 on a laptop with 32GB of RAM
within four minutes.

5. Discussion

This paper introduces a novel procedure to estimate the out-of-sample prediction error for iterates of gradient
descent type algorithms, in the context of high-dimensional regression. As illustrated in Section 3, this risk-
estimation procedure is applicable to a wide range of algorithms commonly used in optimization, including
gradient descent, Nesterov’s accelerated gradient descent, iterative shrinkage-thresholding algorithm, fast
iterative shrinkage-thresholding algorithm (Beck and Teboulle, 2009), and local quadratic approximation.
The proposed procedure do not require the knowledge of the design covariance Σ or of the noise level
σ2. The estimates allow the statistician to leverage the benefits of early stopping, by selecting an early
iteration t̂ ∈ [T ] that minimizes the generalization error among the first T iterations up to negligible error
(Corollary 2.3). We have further established the asymptotic normality of the entries of the iterates after a
debiasing correction, which can be used to construct confidence intervals for the j-th of the ground-truth
b∗ when Σ−1ej is known or can be estimated (Theorem 2.4). Extensive numerical simulations in Section 3
demonstrate that the proposed estimate is accurate, and that the z-scores defining the confidence intervals
are approximately standard normal.

Here we highlight several directions for further exploration. A first avenue for future research is to improve
the dependence of the bounds on the number T of iterations. Currently, upper bounds in Theorem 2.2 and
other main results involve constants that worst than exponential in T , while we observe in simulations that
the risk estimate is still accurate over the whole trajectory for T ≫ log n. Another direction of interest is to
generalize the estimates of the present paper beyond the square loss in (1.2), for instance with the Huber
or least-absolute deviation loss in robust regression, or the logistic loss in classification problems. Another
generalization concerns randomized versions of GD such as stochastic gradient descent. Finally, our proofs
rely crucially on the Gaussianity of the design, and it would be of interest to extend the validity of the
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estimates proposed here to different design distributions. Recent progress has been made in this direction
(Montanari and Saeed, 2022; Hu and Lu, 2022; Han and Shen, 2023; Pesce et al., 2023; Dudeja et al., 2023)
regarding the universality of the training and generalization error of minimizers such as (1.2). An extra
challenge presented here is that the validity of r̂t for estimating rt requires not only universality of the
training and generalization error, but also universality the weights ŵt,s.

Supplementary Material

Supplement A
This supplement contains addtional numerical results and proofs.

Supplement B
This supplement contains the code and instruction to produce the numerical results.
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Peter Bühlmann and Bin Yu. Boosting with the L2 loss: regression and classification. J. Amer. Statist.
Assoc., 98(462):324–339, 2003. ISSN 0162-1459.

T. Tony Cai and Zijian Guo. Confidence intervals for high-dimensional linear regression: minimax rates and
adaptivity. Ann. Statist., 45(2):615–646, 2017. ISSN 0090-5364.

Michael Celentano and Andrea Montanari. Fundamental barriers to high-dimensional regression with convex
penalties. Ann. Statist., 50(1):170–196, 2022. ISSN 0090-5364.

Michael Celentano, Andrea Montanari, and Yuchen Wu. The estimation error of general first order methods.
In Conference on Learning Theory, pages 1078–1141. PMLR, 2020.

Michael Celentano, Chen Cheng, and Andrea Montanari. The high-dimensional asymptotics of first order
methods with random data. arXiv preprint arXiv:2112.07572, 2021.

Michael Celentano, Andrea Montanari, and Yuting Wei. The Lasso with general Gaussian designs with
applications to hypothesis testing. Ann. Statist., 51(5):2194–2220, 2023. ISSN 0090-5364.

Kabir Aladin Chandrasekher, Mengqi Lou, and Ashwin Pananjady. Alternating minimization for generalized
rank one matrix sensing: Sharp predictions from a random initialization. arXiv preprint arXiv:2207.09660,
2022.

Kabir Aladin Chandrasekher, Ashwin Pananjady, and Christos Thrampoulidis. Sharp global convergence
guarantees for iterative nonconvex optimization with random data. Ann. Statist., 51(1):179–210, 2023.
ISSN 0090-5364.

Arnak S Dalalyan, Mohamed Hebiri, and Johannes Lederer. On the prediction performance of the lasso.
Bernoulli, 23(1):552–581, 2017.

Ingrid Daubechies, Michel Defrise, and Christine De Mol. An iterative thresholding algorithm for linear
inverse problems with a sparsity constraint. Comm. Pure Appl. Math., 57(11):1413–1457, 2004. ISSN
0010-3640.

Kenneth R Davidson and Stanislaw J Szarek. Local operator theory, random matrices and banach spaces.
Handbook of the geometry of Banach spaces, 1(317-366):131, 2001.

David Donoho and Andrea Montanari. High dimensional robust M-estimation: asymptotic variance via
approximate message passing. Probab. Theory Related Fields, 166(3-4):935–969, 2016. ISSN 0178-8051.

David L Donoho, Arian Maleki, and Andrea Montanari. Message-passing algorithms for compressed sensing.
Proceedings of the National Academy of Sciences, 106(45):18914–18919, 2009.

Rishabh Dudeja, Yue M. Lu, and Subhabrata Sen. Universality of approximate message passing with semi-
random matrices. The Annals of Probability, 51(5):1616–1683, 2023.

Ahmed El Alaoui, Andrea Montanari, and Mark Sellke. Sampling from the sherrington-kirkpatrick gibbs
measure via algorithmic stochastic localization. In 2022 IEEE 63rd Annual Symposium on Foundations
of Computer Science (FOCS), pages 323–334. IEEE, 2022.

Noureddine El Karoui, Derek Bean, Peter J Bickel, Chinghway Lim, and Bin Yu. On robust regression with
high-dimensional predictors. Proceedings of the National Academy of Sciences, 110(36):14557–14562, 2013.

Jianqing Fan and Runze Li. Variable selection via nonconcave penalized likelihood and its oracle properties.
J. Amer. Statist. Assoc., 96(456):1348–1360, 2001. ISSN 0162-1459.

Long Feng and Cun-Hui Zhang. Sorted concave penalized regression. Ann. Statist., 47(6):3069–3098, 2019.
ISSN 0090-5364.

Jerome H. Friedman, Trevor Hastie, and Rob Tibshirani. Regularization paths for generalized linear models
via coordinate descent. J. Stat. Softw., 33(1):1–22, 2010.

Cedric Gerbelot, Emanuele Troiani, Francesca Mignacco, Florent Krzakala, and Lenka Zdeborova. Rigorous
dynamical mean field theory for stochastic gradient descent methods. arXiv preprint arXiv:2210.06591,
2022.

Qiyang Han and Yandi Shen. Universality of regularized regression estimators in high dimensions. The
Annals of Statistics, 51(4):1799–1823, 2023.

Trevor Hastie, Andrea Montanari, Saharon Rosset, and Ryan J. Tibshirani. Surprises in high-dimensional
ridgeless least squares interpolation. Ann. Statist., 50(2):949–986, 2022. ISSN 0090-5364.

25



Frederik Hoppe, Claudio Mayrink Verdun, Hannah Laus, Felix Krahmer, and Holger Rauhut. Uncertainty
quantification for learned ista. In 2023 IEEE 33rd International Workshop on Machine Learning for Signal
Processing (MLSP), pages 1–6. IEEE, 2023.

Hong Hu and Yue M Lu. Universality laws for high-dimensional learning with random features. IEEE
Transactions on Information Theory, 69(3):1932–1964, 2022.

M. F. Hutchinson. A stochastic estimator of the trace of the influence matrix for Laplacian smoothing
splines. Comm. Statist. Simulation Comput., 19(2):433–450, 1990. ISSN 0361-0918.

Adel Javanmard and Andrea Montanari. Confidence intervals and hypothesis testing for high-dimensional
regression. J. Mach. Learn. Res., 15:2869–2909, 2014. ISSN 1532-4435.

Adel Javanmard and Andrea Montanari. Debiasing the Lasso: optimal sample size for Gaussian designs.
Ann. Statist., 46(6A):2593–2622, 2018. ISSN 0090-5364.

Vladimir Koltchinskii, Karim Lounici, and Alexandre B. Tsybakov. Nuclear-norm penalization and optimal
rates for noisy low-rank matrix completion. Ann. Statist., 39(5):2302–2329, 2011. ISSN 0090-5364.

Lihua Lei, Peter J. Bickel, and Noureddine El Karoui. Asymptotics for high dimensional regression M -
estimates: fixed design results. Probab. Theory Related Fields, 172(3-4):983–1079, 2018. ISSN 0178-8051.

Mengqi Lou, Kabir Aladin Verchand, and Ashwin Pananjady. Hyperparameter tuning via trajectory predic-
tions: Stochastic prox-linear methods in matrix sensing. arXiv preprint arXiv:2402.01599, 2024.

Bruno Loureiro, Cedric Gerbelot, Hugo Cui, Sebastian Goldt, Florent Krzakala, Marc Mezard, and Lenka
Zdeborová. Learning curves of generic features maps for realistic datasets with a teacher-student model.
Advances in Neural Information Processing Systems, 34:18137–18151, 2021.

Yuetian Luo, Zhimei Ren, and Rina Barber. Iterative approximate cross-validation. In International Con-
ference on Machine Learning, pages 23083–23102. PMLR, 2023.
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Appendices
Appendix A: Additional simulation results

In this section, we provide more simulation results for the other two scenarios (n, p) = (1200, 500) and
(n, p) = (1200, 1200), which are similar to the results for (n, p) = (1200, 1500) presented in Section 3.

A.1. Under parametrization: (n, p) = (1200, 500)

A.1.1. GD and AGD

For GD and AGD applied to solve least-squares problem, when (n, p) = (1200, 500), we know that the iterate

b̂t converges to the ordinary least-squares estimate (X⊤X)−1X⊤y as t → ∞. Thus we are able to compute
the limiting risk r∞ for GD and AGD. We present the simulation results for GD and AGD in Figure 6 and
Figure 7, respectively.
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Fig 6: Risk curves and qq-plots of z-score of GD for (n, p) = (1200, 500).
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Fig 7: Risk curves and qq-plots of z-score of AGD for (n, p) = (1200, 500).

A.1.2. ISTA and FISTA

We present the simulation results for ISTA and FISTA in Figure 8 and Figure 9, respectively.
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Fig 8: Risk curves and qq-plots of z-score of ISTA for (n, p) = (1200, 500).
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 9: Risk curves and qq-plots of z-score of FISTA for (n, p) = (1200, 500).

A.1.3. LQA

We present the simulation results for LQA in Figure 10.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 10: Risk curves and qq-plots of z-score of LQA for (n, p) = (1200, 500).
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A.2. Equal parametrization: (n, p) = (1200, 1200)

In this section, we present the simulation results for the equal parametrization scenario (n, p) = (1200, 1200).

A.2.1. GD and AGD

For GD and AGD, we know that the iterates converge to the min-norm least-squares estimator (3.3) as
t → ∞ (Hastie et al., 2022, Proposition 1). Under n = p = 1200, we know that the risk of the min-norm
least-squares estimator is infinite (Hastie et al., 2022), i.e., r∞ = +∞. So here we do not plot the horizontal
line for r∞.

We present the simulation results for GD and AGD in Figure 11 and Figure 12, respectively.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 11: Risk curves and qq-plots of z-score of GD for (n, p) = (1200, 1200).
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 13: Risk curves and qq-plots of z-score of ISTA for (n, p) = (1200, 1200).
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 12: Risk curves and qq-plots of z-score of AGD for (n, p) = (1200, 1200).

A.2.2. ISTA and FISTA

We present the simulation results for ISTA and FISTA in Figure 13 and Figure 14, respectively.
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(a) Risk curves versus iteration number.
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 14: Risk curves and qq-plots of z-score of FISTA for (n, p) = (1200, 1200).

A.2.3. LQA

We present the simulation results for LQA in Figure 15.

Appendix B: Preliminary

B.1. Notation

Notation and definitions that will be used in the rest of the paper are given here. Regular variables like
a, b, ... refer to scalars, bold lowercase letters such as a, b, ... represent vectors, and bold uppercase letters like
A,B, ... indicate matrices. Let [n] = {1, 2, . . . , n} for all n ∈ N. The vectors ei ∈ Rn, ej ∈ Rp, et ∈ RT denote
the canonical basis vector of the corresponding index. For a real vector a ∈ Rp, ∥a∥ denotes its Euclidean
norm. For any matrix A, A† is its Moore–Penrose inverse; ∥A∥F ,∥A∥op, ∥A∥∗ denote its Frobenius, operator
and nuclear norm, respectively. Let A⊗B be the Kronecker product of A and B. For A symmetric, ϕmin(A)
and ϕmax(A) denote its smallest and largest eigenvalues, respectively. Let 1n denote the all-ones vector in
Rn, and In denote the identity matrix of size n. For a mapping Rp → Rn : x 7→ f(x), we denote its

Jacobian by ∂f(x)
∂x ∈ Rn×p, i.e., (∂f(x)

∂x )i,j
def
= ∂fi(x)

∂xj
for all i ∈ [n], j ∈ [p]. For a random sequence ξn, we write

ξn = OP (an) if ξn/an is stochastically bounded. For two scalars a, b, a∨ b denotes the maximum of a and b.
Let I(Ω) denote the indicator function of event Ω. It takes the value 1 if the event Ω occurs and 0 otherwise.

Let C represent an absolute constant. Additionally, we use C(ζ, γ) to denote a positive constant that only
depends on τ and γ. Similarly, we extend this notation to C(ζ, γ, κ, . . .), representing positive constants
dependent only on τ , γ, κ, and so forth. The exact value of these constants may vary from place to place.
We write a ≲ b if a ≤ Cb for some absolute constant C.

Let N(µ, σ2) denote the univariate Gaussian distribution with mean µ and variance σ2, and Nk(µ,Σ)
denote the k-dimensional Gaussian distribution with mean µ and covariance matrix Σ.

In this paper, we adopt the convention use of the expectation and conditional expectation. For a random
variable X, the expressions EX, E(X), and E[X] all refer to the expectation of X. Similarly, EX2, E(X2),
and E[X2] mean that we first square the random variable X and then compute its expectation. In contrast,
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(b) Q-Q plots of z-score for λ = 0.1.

Fig 15: Risk curves and qq-plots of z-score of LQA for (n, p) = (1200, 1200).

expressions like E(X)2 and E[X]2 denote a different operation; here, we first calculate the expectation of X
and then square the result. This convention extends consistently to other power operations and conditional
expectations throughout the paper.

B.2. Review of Kronecker product

In this section, we review the definitions and properties of the Kronecker product. Let A be an m×n matrix,
and B be a p× q matrix. The Kronecker product of A and B, denoted by A⊗B, is defined as:

A⊗B =

a11B · · · a1nB
...

. . .
...

am1B · · · amnB

 ,

where aij represents the entry in the i-th row and j-th column of matrix A. Below we list a few properties
of the Kronecker product that will be useful in our proofs.

(i) The mixed-product property: If A,B,C and D are matrices of such size that the matrix products AC
and BD make sense, then

(B.1) (A⊗B)(C ⊗D) = (AC) ⊗ (BD) ∈ Rmp×nq.

(ii) Inverse property:

(A⊗B)−1 = A−1 ⊗B−1 and (A⊗B)† = A† ⊗B†,(B.2)

where A† means the Moore-Penrose inverse of A.
(iii) Trace property:

Tr(A⊗B) = Tr(A) Tr(B).(B.3)
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(iv) Norm property:

∥A⊗B∥op = ∥A∥op∥B∥op and ∥A⊗B∥F = ∥A∥F∥B∥F.(B.4)

(v) Relationship with vectorization operator: If the matrix product ABC makes sense, then

vec(ABC) = (C⊤ ⊗A)vec(B),(B.5)

where vec(·) is the vectorization operator such that vec(B) is the vector obtained by stacking vertically
the columns of B on top of one another.

Appendix C: Derivative formula

In this section, we provide the derivative formulas for the iteration function gt in (2.5). These derivative

formulas will be important ingredient in the proof of the main results in the next sections. Recall b̂1, b̂2, . . . , b̂T

represent the first T iterates of an algorithm using the iteration function gt in (2.8), and vt = 1
nX

⊤(y−Xb̂t)

as in (2.1). The error matrix and residual matrix for the first T iterates b̂1, b̂2, . . . , b̂T are defined as

(C.1) H = [b̂1 − b∗, . . . , b̂T − b∗] ∈ Rp×T , F = [y −Xb̂1, . . . ,y −Xb̂T ] ∈ Rn×T .

We also define B̂ = [b̂1, . . . , b̂T ] is a matrix of size p×T , B∗ = [b∗, . . . , b∗], E = [ε, ..., ε] and Y = [y, . . . ,y]
are matrices formed by repeating the vectors b∗, ε, and y column-wise T times. Therefore, we have H =
B̂−B∗, and F = Y −XB̂. Recall also the matrices Dt,s,Jt,s in (2.9) and the large matrices D,J ∈ RpT×pT

in (2.10).

Lemma C.1 (Derivative of iterates). For (b̂1, ..., b̂T ) in (2.8), for almost every (X, ε),

∂b̂t

∂xij
= n−1(e⊤t ⊗ Ip)M−1D

[(
(F⊤ei) ⊗ ej

)
−
(

(H⊤ej) ⊗ (X⊤ei)
)]

,(C.2)

∂b̂t

∂ϵl
= n−1(e⊤t ⊗ Ip)M−1D(1T ⊗X⊤el),(C.3)

where ei, el ∈ Rn, ej ∈ Rp, et ∈ RT and M = IpT + D(IT ⊗ X⊤X
n ) − J .

The derivative results in Lemma C.1 directly imply the following by the product rule.

Corollary C.2 (Derivative of residuals). Let Flt be the (l, t)-th entry of F , i.e., Flt = e⊤l Fet. Under the
conditions of Lemma C.1, for each i, l ∈ [n], j ∈ [p], t ∈ [T ], we have

(C.4)
∂Flt

∂xij
= Dlt

ij + ∆lt
ij and

∂Fet
∂ϵi

= ei − n−1(e⊤t ⊗X)M−1D(1T ⊗X⊤ei),

where the expressions of Dlt
ij and ∆lt

ij are given by

Dlt
ij = −(e⊤t ⊗ e⊤l )[InT − n−1(IT ⊗X)M−1D(IT ⊗X⊤)]((H⊤ej) ⊗ ei),(C.5)

∆lt
ij = −n−1(e⊤t ⊗ e⊤l )(IT ⊗X)M−1D

(
F⊤ ⊗ Ip

)
(ei ⊗ ej).(C.6)

Here D is defined in (2.7) and M = IpT + D(IT ⊗ X⊤X
n ) − J is defined in Lemma C.1. It immediately

follows that

n∑
i=1

Dit
ij = −e⊤t (nIT − Â)H⊤ej and

n∑
i=1

T∑
t=1

Dit
ije

⊤
t = −e⊤j H(nIT − Â⊤),(C.7)

Tr
(∂Xb̂t

∂ε

)
=

n∑
l=1

∂e⊤l Xb̂t

∂ϵl
= e⊤t Â1T and Tr

(∂Fet
∂ε

)
= e⊤t (nIT − Â)1T .(C.8)
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Proof of Lemma C.1. By composition of locally Lipschitz functions, the map (X, ε) 7→ b̂t is locally Lipschitz
and thus differentiable almost everywhere. Let (Ẋ, ε̇) be a perturbation direction. We now compute the

directional derivative of b̂t with respect to this direction by taking, for any function F (ε,X) the limit

u−1(F (ε + uε̇,X + uẊ) − F (ε,X)) as u → 0 and call the limit Ḟ . For b̂t, we denote the corresponding

directional derivative by ḃt, and for vt by v̇t. By definition of b̂t in (2.8), we have almost surely by the chain
rule (if necessary with modification from (Ambrosio and Dal Maso, 1990, Corollary 3.2) as explained after
(2.11)),

ḃt =

t−1∑
s=1

Jt,sḃ
s + Dt,sv̇

s.(C.9)

Since vt = n−1X⊤Fet = n−1X⊤(ε−XHet) and Ḣet = ḃt, we have by the product rule

(C.10) v̇t = − 1
nX

⊤Xḃt + 1
n

[
Ẋ⊤Fet + X⊤(ε̇− ẊHet)

]︸ ︷︷ ︸
at

where at ∈ Rp. Substituting the expressions for v̇s into (C.9), we have

ḃt =

t−1∑
s=1

(Jt,s −Dt,s
X⊤X

n )ḃs + Dt,sa
s.(C.11)

For the initial condition, we have ḃ1 = 0 since b̂1 is a constant independent of X. Similarly D2,0 = J2,0 = 0

since b̂0 and v0 are set as constant vector 0. Therefore we can write (C.11) as a linear system of size pT :
Ip

D2,1
X⊤X

n − J2,1 Ip

D3,1
X⊤X

n − J3,1 D3,2
X⊤X

n − J3,2 Ip
...

. . .
. . .

. . .

DT,1
X⊤X

n − JT,1 · · · DT,T−2
X⊤X

n − JT,T−2 DT,T−1
X⊤X

n − JT,T−1 Ip


︸ ︷︷ ︸

M


ḃ1

ḃ2

ḃ3

...

ḃT


︸ ︷︷ ︸
vec(Ḃ)

=


0 0 0 0 0

D2,1 0 0 0 0
D3,1 D3,2 0 0 0

...
. . .

. . .
. . .

DT,1 · · · DT,T−2 DT,T−1 0


︸ ︷︷ ︸

D


a1

a2

a3

...
aT


︸ ︷︷ ︸

a

.

In the above equation, the matrix M is the same as the one defined in Lemma C.1, i.e., M = IpT +D(IT ⊗
X⊤X

n ) − J for D,J in (2.10). Solving the linear system (C.11) for ḃt, we obtain

ḃt = vec(Ḃet) =(e⊤t ⊗ Ip)vec(Ḃ) by (B.5)

=(e⊤t ⊗ Ip)M−1Da by (C.11).

By definition of a ∈ RpT and at in (C.10), this completes the proof of (C.2) by taking (ε̇, Ẋ) = (0n, eie
⊤
j )

and of (C.3) by taking (ε̇, Ẋ) = (el,0n×p).

Appendix D: Change of variables

For the linear model y = Xb∗ + ε, its design matrix X may not be isotropic. However, we can always
consider the following change of variables:
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X ⇝XΣ−1/2 := G, b∗ ⇝ Σ1/2b∗ := θ∗.(D.1)

This way, the original linear model can be rewritten as

y = Gθ∗ + ε,(D.2)

where G is the design matrix with i.i.d. entries from N(0, 1), and θ∗ is the new unknown coefficient vector.

For the linear model (D.2) with isotropic design matrix G, we use θ̂1, ..., θ̂T to denote the first T iterates of

an iterative algorithm detailed in next paragraph, where θ̂t are constructed such that θ̂t = Σ1/2b̂t. Similar
to the definition of F ,H in (C.1), for the linear model (D.2), we define

F ∗ = [y −Gθ̂1, ...,y −Gθ̂T ], H∗ = [θ̂1 − θ∗, ..., θ̂T − θ∗].

Denoting with a superscript∗ the quantities after the change of variable, we have F ∗ = F and H∗ = Σ1/2H.
We now describe the iteration to generate the iterates θ̂1, ..., θ̂T that guarantees θ̂t = Σ1/2b̂t. We start

with θ̂1 = Σ1/2b̂1, and generate θ̂t for t ≥ 2 by the recursion: θ̂t = g̃t(θ̂
t−1, ṽt−1, θ̂t−2, ṽt−2), where

ṽt = 1
nG

⊤(y −Gθ̂t), and the iteration function g̃t is defined as

(D.3)
g̃t
(
θ̂t−1, . . . , θ̂1, ṽt−1, . . . ṽ1

)
= Σ1/2gt

(
Σ−1/2θ̂t−1, . . .Σ−1/2θ̂1, Σ1/2ṽt−1, . . .Σ1/2ṽ1

)
.

Since gt is ζ-Lipschitz continuous from Assumption 2.1, we have g̃t is ζκ-Lipschitz continuous using that
∥Σ∥op ≤ ∥Σ∥op∥Σ−1∥op ≤ κ from Assumption 2.2. By construction, θ̂s = Σ1/2b̂s for all s ≤ t − 1 implies

θ̂t = Σ1/2b̂t, so by induction the relation holds for all t ≥ 1. For the iteration function g̃t in (D.3), similarly
to (2.9), we define the derivative matrices with respect to each argument as

(D.4) J∗
t,s =

∂g̃t
∂θs

(
θ̂t−1, . . . , θ̂1, ṽt−1, . . . ṽ1

)
, D∗

t,s =
∂g̃t
∂ṽs

(
θ̂t−1, . . . , θ̂1, ṽt−1, . . . ṽ1

)
for each s ≤ t− 1. Furthermore, we have by chain rule,

(D.5)
J∗
t,s =

∂g̃t

∂θ̂s
= Σ1/2 ∂gt

∂b̂s
Σ−1/2 = Σ1/2Jt,sΣ

−1/2,

D∗
t,t−1 =

∂g̃t
∂ṽs

= Σ1/2 ∂gt
∂vs

Σ1/2 = Σ1/2Dt,sΣ
1/2.

We may apply Lemma C.1 to g̃t, θt, G to obtain with M∗ = IpT + D∗(IT ⊗G⊤G/n) − J ∗

∂θ̂t

∂gik
= n−1(et ⊗ Ip)(M∗)−1D∗

p∑
j=1

[(
(F ∗)⊤ei

)
⊗ ek −

(
(H∗)⊤ek

)
⊗ (G⊤ei)

]
where D∗ =

∑T
t=2

∑t−1
s=1(ete

⊤
s ) ⊗ D∗

t,s and J ∗ =
∑T

t=2

∑t−1
s=1(ete

⊤
s ) ⊗ J∗

t,s as in (2.10). Note that the
relationships

(D.6) M∗ = (IT ⊗Σ1/2)M(IT ⊗Σ−1/2), D∗ = (IT ⊗Σ1/2)D(IT ⊗Σ1/2)

hold due to (D.5). Now we verify that Â is unchanged by the change of variable, that is, Â = Â∗. By
definition of Â∗ (as in (2.12)),

Â∗ def
=

1

n

n∑
i=1

(IT ⊗ e⊤i G)(M∗)−1D∗(IT ⊗G⊤ei) =
1

n

n∑
i=1

(IT ⊗ (e⊤i X))M−1D(IT ⊗ (X⊤ei))
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Model y = Xb∗ + ε y = Gθ∗ + ε Relationship

Design matrix X G X = GΣ1/2

Covariance matrix Σ Σ∗ = Ip Σ = ΣΣ∗

Coefficient vector b∗ θ∗ b∗ = Σ−1/2θ∗

t-th iterate b̂t θ̂t b̂t = Σ−1/2θ̂t

Error matrix H =
∑

t(b̂
t − b∗)e⊤t H∗ =

∑
t(θ̂

t − θ∗)e⊤t H = Σ−1/2H∗

Residual matrix F =
∑

t(y −Xb̂t)e⊤t F ∗ =
∑

t(y −Gθ̂t)e⊤t F = F ∗

Memory matrix Â Â∗ Â = Â∗

Table 1
Change of variables.

using (D.6) for the second equality. The rightmost quantity is exactly Â, so Â = Â∗ stays the same after
the change of variable.

In summary, we present the relevant quantities for both the original model (1.1) and the new model (D.2)
in Table 1. The benefit of this change of variable is that, the transformed model (D.2) has isotropic design
matrix G, and the following quantities stay the same:

F = F ∗, Â = Â∗, Σ1/2H = H∗.

Therefore, Theorems 2.1 and 2.2 hold for general Σ if they hold for Σ = Ip. The only change is the
Lipschitz constant of the function gt changes to the Lipschitz constant of g̃t, with an extra factor of κ by
Assumption 2.2 as we argued below (D.3). Throughout the subsequent proofs of Theorems 2.1 and 2.2, we
will assume Σ = Ip without loss of generality. The proof for general Σ follows by changing the Lipschitz
constant from ζ to κζ.

Appendix E: Useful intermediate results

E.1. Deterministic operator norm bound

Lemma E.1. Under Assumption 2.1, for J ,D in (2.10) we have

(E.1) max{∥D∥op, ∥J ∥op} ≤ Tζ.

Proof of Lemma E.1. By Assumption 2.1 the function gt is ζ-Lipschitz, thus the block row of size p × pT
corresponding to gt in D and J is bounded in operator norm by ζ. Since it has T such row-blocks of size
p× pT , we obtain the result by the triangle inequality.

Lemma E.2. With M as in Lemma C.1 and N = n−1(IT ⊗X)M−1D(IT ⊗X⊤),

(E.2) ∥M−1∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T−1 and ∥N∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T

where C(ζ, T ) is a constant depending on ζ and T only.

Proof of Lemma E.2. By definition, M = IpT − [J − D(IT ⊗ X⊤X
n )] and (IpT − M)T = 0pT×pT since

IpT −M is lower triangular with zero diagonal blocks of size p× p. Using the matrix identity (I −A)−1 =∑∞
k=0 A

k =
∑T−1

k=1 for any matrix A with AT = 0, we have M−1 =
∑T−1

k=0 [J −D(IT ⊗X⊤X
n )]k. Furthermore

for each k = 0, ..., T1,

∥J − D(IT ⊗ X⊤X
n )∥kop ≤ (∥J ∥op + ∥D∥op∥X∥2op/n)k by (B.4)

≤ [(1 + ∥X∥2op/n)ζT ]k by (E.1).

This provides ∥M∥op ≤ T (1 + ζT )T−1(1 + ∥X∥2op/n)T−1. The bound on ∥N∥op follows from ∥N∥op ≤
∥M−1∥op∥D∥op∥X∥2op/n and the previous bound.
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Lemma E.3. Under Assumption 2.1, we have

∥IT − Â/n∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T ,(E.3)

∥(IT − Â/n)−1∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T
2

.(E.4)

Proof of Lemma E.3. Since Â =
∑n

i=1(IT ⊗ e⊤i )N(IT ⊗ ei) we have for any u,u ∈ RT that |u⊤Âv| =
|
∑n

i=1(u ⊗ ei)
⊤N(v ⊗ ei)| ≤ ∥N∥op

∑n
i=1 ∥u ⊗ ei∥∥v ⊗ ei∥ ≤ n∥N∥op using (B.1) and (B.4). The bound

on the operator norm of N from Lemma E.2 gives (E.3).
Since Â is a lower triangular matrix, we know Â is a nilpotent matrix with Âk = 0 if k ≥ T . Consequently

(IT − Â/n)−1 =
∑∞

k=0(Â/n)k =
∑T−1

k=0 (Â/n)k, hence

∥(IT − Â

n
)−1∥op ≤

T−1∑
k=0

∥Â
n
∥kop ≤ C(ζ, T )

T−1∑
k=0

(
1 +

∥X∥2op
n

)Tk

≤ C(ζ, T )(1 + ∥X∥2op/n)T
2

.

This finishes the proof.

Lemma E.4. Under Assumption 2.1, let Ĉ =
∑p

j=1(IT ⊗ e⊤j )M−1D(IT ⊗ ej), we have

∥IT + Ĉ/n∥op ≤ C(ζ, T, γ)(1 + ∥X∥2op/n)T ,(E.5)

∥(IT + Ĉ/n)−1∥op ≤ C(ζ, T, γ)(1 + ∥X∥2op/n)T
2

.(E.6)

Proof of Lemma E.4. By triangular inequality, we have

∥Ĉ∥op/n ≤ n−1

p∑
j=1

∥(IT ⊗ e⊤j )M−1D(IT ⊗ ej)∥op

≤ p/n∥M−1∥op∥D∥op
≤ C(ζ, T, γ)(1 + ∥X∥2op/n)T−1 by Lemmas E.1 and E.2.

This directly implies (E.5) by the triangle inequality. Since Ĉ is lower triangular by its definition, the same
argument in the proof of Lemma E.3 gives (E.6).

Lemma E.5. Under Assumption 2.1, we have∥∥∂Fet
∂ε

∥∥
op

=
∥∥In − (et ⊗ In)⊤N(1T ⊗ In)∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T ,(E.7) ∥∥∂Het

∂ε

∥∥
op

=
∥∥ 1

n
(et ⊗ Ip)⊤M−1D(1T ⊗X⊤)

∥∥
op

≤ C(ζ, T )√
n

(1 + ∥X∥2op/n)T .(E.8)

Proof of Lemma E.5. By Corollary C.2, we have

∂Fet
∂ε

= In − n−1(e⊤t ⊗X)M−1D(1T ⊗X⊤) = In − (et ⊗ In)⊤N(1T ⊗ In)

so the bound for F follows from (E.2) and (B.4). The bound for H follows from (C.3) and the same argument
with the operator norm bounds (E.1) and (E.2) for M.

Lemma E.6. Assume Assumption 2.1 holds. Let ∂ vec(F )
∂ vec(X) ∈ RnT×np be the Jacobian of the mapping Rnp →

Rn : vec(X) 7→ vec(F ). Then we have∥∥ ∂ vec(F )

∂ vec(X)

∥∥
op

≤ C(ζ, T )(1 + ∥X∥2op/n)T (∥H∥op + ∥F ∥op/
√
n),(E.9)

∥∥ ∂ vec(F )

∂ vec(X)

∥∥
F
≤ C(ζ, T )(1 + ∥X∥2op/n)T (∥H ⊗ In∥F + ∥F ⊗ Ip∥F/

√
n)(E.10)

= C(ζ, T )(1 + ∥X∥2op/n)T (∥H∥F
√
n + ∥F ∥F

√
p/n).
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Proof of Lemma E.6. With F =
∑

lt elFlte
⊤
t we have vec(F ) =

∑
lt(et ⊗ el)Flt by (B.5) and so that

∂ vec(F )

∂ vec(X)
=

n∑
l=1

T∑
t=1

n∑
i=1

p∑
j=1

(et ⊗ el)
∂Flt

∂xij
(e⊤j ⊗ e⊤i ) =

∑
lt,ij

(et ⊗ el)(D
lt
ij + ∆lt

ij)(e
⊤
i ⊗ e⊤j )

where Dlt
ij and ∆lt

ij are defined in (C.5) and (C.6). Since permuting the ordering of canonical basis vectors
does not change the operator norm and the Frobenius norm, we find by (C.5) and the definition of N in
Lemma E.2 that

(E.11)
∥∥∥ ∂ vec(F )

∂ vec(X)

∥∥∥
?
≤

∥∥∥N(H⊤ ⊗ In)
∥∥∥
?

+
∥∥∥n−1(IT ⊗X)M−1D

(
F⊤ ⊗ Ip

)∥∥∥
?

where ∥ · ∥? is either the operator norm or the Frobenius norm. The property (B.4) of the Kronecker product
and the operator norm bounds (E.2), (E.1) provide the two inequalities. For the last equality, we use ∥H ⊗
In∥F = ∥H∥F

√
n and similarly for F⊤ ⊗ Ip by (B.4).

Lemma E.7. Assume Assumption 2.1 holds. Let ∂ vec(H)
∂ vec(X) ∈ Rn×np be the Jacobian of the mapping Rnp →

Rn : vec(X) 7→ vec(H). Then we have

∥∥∂ vec(H)

∂ vec(X)

∥∥
op

≤ C(ζ, T )(1 + ∥X∥2op/n)T
(
∥H∥op + ∥F ∥op/

√
n
) 1√

n
,(E.12)

∥∥∂ vec(H)

∂ vec(X)

∥∥
F
≤ C(ζ, T )(1 + ∥X∥2op/n)T

(
∥F⊤ ⊗ Ip∥F +

√
n∥H ⊗ In∥F

) 1

n
(E.13)

= C(ζ, T )(1 + ∥X∥2op/n)T
(
∥Fn−1/2∥F

√
γ + ∥H∥F

)
.

Proof of Lemma E.7. By the same argument as in Lemma E.6, given (C.2),∥∥∥∂ vec(H)

∂ vec(X)

∥∥∥
?
≤

∥∥∥n−1M−1D(F⊤ ⊗ Ip)
∥∥∥
?

+
∥∥∥n−1M−1D(IT ⊗X⊤)(H⊤ ⊗ In)

∥∥∥
?

where ∥ · ∥? is either the operator norm or the Frobenius norm. The property (B.4) of the Kronecker product
and the operator norm bounds (E.2), (E.1) provide the two inequalities. For the last equality, we use ∥F⊤⊗
Ip∥F = ∥F ∥F

√
p and similarly for H⊤ ⊗ In by (B.4).

E.2. Moment bounds

Lemma E.8 (Moment bound of X). Under Assumptions 2.2 and 2.4, the following inequality holds for any
positive, finite integer k:

E[∥XΣ−1/2/
√
n∥kop] ≤ C(γ, k).

Proof of Lemma E.8. By (Davidson and Szarek, 2001, Theorem II.13), there exists a random variable z ∼
N(0, 1) s.t. ∥XΣ−1/2∥op ≤

√
n +

√
p + z almost surely. Thus,

E[∥XΣ−1/2/
√
n∥kop] ≤ E[(1 +

√
p/n + z)k] ≤ C(γ, k).

The last inequality follows from p/n ≤ γ and the fact that E[zk] is bounded for any finite k if z ∼ N(0, 1).

Lemma E.9 (Moment bound of ε). Under Assumption 2.3, for any positive finite integer k, there exists a
constant C(k) depending only on k such that E[(∥ε∥2/n)k] ≤ C(k)(σ2)k.

This is a known bound on the finite moment of the χ2
n distribution. Alternatively, since ε/σ has a same

distribution as any column of XΣ−1/2, we have E[(∥ε∥2/σ2)k] ≤ E[∥XΣ−1/2∥2kop] so Lemma E.9 follows from
Lemma E.8 with γ = 1.
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Lemma E.10 (Moment bounds of H and F ). If Assumptions 2.1 to 2.4 are fulfilled then

E[∥Σ1/2H∥2F] ∨ E[∥Σ1/2H∥4F]1/2 ∨ E[∥Σ1/2H∥8F]1/4 ≤ C(ζ, T, γ, κ)var(y1),

E[∥F ∥2F/n] ∨ E[∥F ∥4F/n2]1/2 ∨ E[∥F ∥8F/n4]1/4 ≤ C(ζ, T, γ, κ)var(y1).

where y1 is the first entry of the response vector and var(y1) = ∥Σ1/2b∗∥2+σ2. Consequently, by compactness,
we can extract a subsequence of regression problems such that

(E.14) E[F⊤F /n] → K, and E[H⊤ΣH + S] → K̄,

where K and K̄ are two positive semi-definite deterministic matrices.

Proof of Lemma E.10. Without loss of generality, we assume Σ = Ip. Otherwise, if Σ ̸= Ip, we apply the
change of variable (D.1), the desired result follows.

Using the fact that ∥H∥2F =
∑T

t=1 ∥Het∥2 and ∥F ∥2F =
∑T

t=1 ∥Fet∥2, it suffices to bound the moments
of ∥Het∥ and ∥Fet∥ for each t ∈ [T ].

Let as = max{∥[b̂s | b̂s−1 | · · · | b̂1]∥F, n−1/2∥[y −Xb̂s | y −Xb̂s−1 | y −Xb̂1]∥F}. By definition of b̂t in
(2.8), using gt(0) = 0 and Assumption 2.1 we have

∥b̂t − 0∥ = ∥b̂t − gt(0)∥ ≤ ζ∥
[
b̂t−1 | b̂t−2 | · · · | b̂1 | vt−1 | · · · | v1

]
∥F

≤ ζ∥
[
b̂t−1 | b̂t−2 | · · · | b̂1

]
∥F + ζ∥

[
vt−1 | · · · | v1

]
∥F

≤ ζ(at−1 + ∥Xn−1/2∥opat−1)

and ∥y−Xb̂t∥ ≤ ∥y∥+∥Xn−1/2∥op∥b̂t∥. Since y = y−Xb̂1 since b̂1 = 0, we also have ∥y∥/
√
n = a1 ≤ at−1

and ∥y −Xb̂t∥ ≤
√
nat−1C(ζ)(1 + ∥Xn−1/2∥2op). This proves

(E.15) at ≤ C(ζ)(1 + ∥Xn−1/2∥2op)at−1, and aT ≤ C(ζ, T )(1 + ∥Xn−1/2∥2op)Ta1

by induction, where a1 = ∥y∥/
√
n. By the triangle inequality, ∥H∥F ≤

√
T∥b∗∥+aT , so we have established

var(y1)−1/2
(
∥H∥F + ∥F ∥F/

√
n
)
≤ C(ζ, T )(1 + ∥Xn−1/2∥2op)T

( ∥y∥√
nvar(y1)1/2

+ 1
)
.

The moments of order 2, 4 and 8 (and any other finite moment) of the right-hand side are bounded by
C(ζ, T, γ) by Lemmas E.8 and E.9.

E.3. Frobenius norm bounds on Jacobians

Lemma E.11 (Frobenius norm bound of F w.r.t. X). Under Assumptions 2.1 and 2.4,

1

n

∥∥ ∂ vec(F )

∂ vec(X)

∥∥2
F

=
1

n

n∑
i=1

p∑
j=1

∥∥∥∥ ∂F

∂xij

∥∥∥∥2
F

≤ C(ζ, T )
(

1 +
1

n
∥X∥2op

)2T(
∥H∥2F + γ∥F ∥2F/n

)
,

Furthermore, if Assumptions 2.2 and 2.3 hold with Σ = Ip then

E
[ 1

n

n∑
i=1

p∑
j=1

∥∥∥∥ ∂F

∂xij

∥∥∥∥2
F

]
≤ E

[( 1

n

n∑
i=1

p∑
j=1

∥∥∥∥ ∂F

∂xij

∥∥∥∥2
F

)2]1/2
≤ C(ζ, T, γ)var(y1).

Proof of Lemma E.11. The first line is proved in (E.10). For the second line, we use the Cauchy-Schwarz
inequality with the moment bounds from Lemmas E.8 and E.10.
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Lemma E.12 (Frobenius norm bound of H w.r.t. X). Under Assumptions 2.1 and 2.4,

n∑
i=1

p∑
j=1

∥∥∥∥ ∂H

∂xij

∥∥∥∥2
F

≤ γC(ζ, T )(1 + ∥X∥2op/n)2T (∥F ∥2F/n + ∥H∥2F).

In addition, if Assumptions 2.2 and 2.3 hold with Σ = Ip then

E
[ n∑
i=1

p∑
j=1

∥∥∥∥ ∂H

∂xij

∥∥∥∥2
F

]
≤ E

[( n∑
i=1

p∑
j=1

∥∥∥∥ ∂H

∂xij

∥∥∥∥2
F

)2]1/2
≤ C(ζ, T, γ)var(y1).

Proof of Lemma E.12. The same argument as for (E.10) would provide the desired bound. We provide an

alternative argument to showcase another means to control such quantities. By the expression of ∂b̂t

∂xij
in

(C.2), we have
∂e⊤

k Het

∂xij
=

∂e⊤
k (b̂t−b∗)
∂xij

=
∂e⊤

k b̂t

∂xij
so that

∂e⊤k Het
∂xij

= n−1e⊤k (e⊤t ⊗ Ip)M−1D[((F⊤ei) ⊗ ej) − ((H⊤ej) ⊗ (X⊤ei))] by (C.2)

= n−1(e⊤t ⊗ e⊤k )M−1D[(F⊤ ⊗ Ip)(ei ⊗ ej) − (H⊤ ⊗X⊤)(ej ⊗ ei)] by (B.1).

Therefore, using (a + b)2 ≤ 2a2 + 2b2,

n∑
i=1

p∑
j=1

∥∥∥∥ ∂H

∂xij

∥∥∥∥2
F

=
∑
ij,kt

(∂e⊤k Het
∂xij

)2

≤ 2n−2∥M−1D(F⊤ ⊗ Ip)∥2F + 2n−2∥M−1D(H⊤ ⊗X⊤)∥2F
≤ 2n−2∥M−1D∥2op∥F⊤ ⊗ Ip∥2F + 2n−2∥M−1D∥2op∥H⊤ ⊗X⊤∥2F
= 2pn−2∥M−1D∥2op∥F ∥2F + 2n−2∥M−1D∥2op∥H∥2F∥X∥2F by (B.4)

≤ 2pn−2∥M−1D∥2op(∥F ∥2F + ∥H∥2F∥X∥2op) by ∥X∥F ≤ √
p∥X∥op

≤ 2pn−2∥M−1∥2op∥D∥2op(∥F ∥2F + ∥H∥2F∥X∥2op) submultiplicativity of ∥ · ∥op
≤ γC(ζ, T )(1 + ∥X∥2op/n)2T (∥F ∥2F/n + ∥H∥2F) by (E.1) and (E.2).

For the upper bound on the moments, we use the Cauchy-Schwarz inequality with the moment bounds from
Lemmas E.8 and E.10 as for the proof of Lemma E.11.

Lemma E.13. Under Assumptions 2.1 to 2.4, we have

E[∥F⊤F /n− E[F⊤F /n]∥2F] ≤ C(γ, ζ, T, κ)var(y1)2/n,(E.16)

E[∥H⊤ΣH − E[H⊤ΣH]∥2F] ≤ C(γ, ζ, T, κ)var(y1)2/n.(E.17)

Consequently, if var(y1) is bounded from above by a constant, by Markov’s inequality,

(E.18) F⊤F /n− E(F⊤F /n) = OP (n−1/2) and H⊤ΣH − E(H⊤ΣH) = OP (n−1/2).

Proof of Lemma E.13. By the change of variable argument in Lemma E.10, it suffices to prove the results
under Σ = Ip. We view F as a function of (X, ε). By the Gaussian Poincaré inequality applied to e⊤t F

⊤Fes
for each t, s ∈ [T ], we find

(E.19) var
(

(Fet)
⊤Fes

)
≤ E

n∑
i=1

σ2
(∂(e⊤t F

⊤Fes)

∂εi

)2

+ E
n∑

i=1

p∑
j=1

(∂(e⊤t F
⊤Fes)

∂xij

)2
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Let ∂ denote either ∂/∂xij or ∂/∂ϵi. Using the product rule ∂(e⊤t F
⊤Fes)) = e⊤t (∂F )⊤Fes + e⊤t F

⊤(∂F )es
as well as (a + b)2 ≤ 2a2 + 2b2 and summing over all s ∈ [T ] and all t ∈ [T ],

T∑
s=1

T∑
t=1

var
(

(Fet)
⊤Fes

)
≤ 4E

T∑
s=1

T∑
t=1

n∑
i=1

(
σ2

(
e⊤s F

⊤ ∂Fet
∂ϵi

)2

+

p∑
j=1

(
e⊤s F

⊤ ∂Fet
∂xij

)2)
= 4E

[ n∑
i=1

(
σ2∥F⊤ ∂F

∂ϵi
∥2F +

p∑
j=1

∥F⊤ ∂F

∂xij
∥2F

)]
(E.20)

where we used
∑T

s=1 ese
⊤
s = IT and similarly for the sum over t ∈ [T ]. We rewrite the above using the

vectorization operator: ∥F⊤ ∂
∂xij

F ∥2F = ∥(IT ⊗ F⊤)vec( ∂
∂xij

F )∥2, which is also the squared norm of the

(i, j)-th column of (IT ⊗ F⊤) ∂ vecF
∂ vecX , so that

(E.21)

n∑
i=1

p∑
j=1

∥F⊤ ∂F

∂xij
∥2F =

∥∥∥(IT ⊗ F⊤)
∂ vec(F )

∂ vec(X)

∥∥∥2
F
≤ T∥F ∥2F

∥∥∥ ∂ vec(F )

∂ vec(X)

∥∥∥2
op

using ∥MM ′∥F ≤ ∥M∥F∥M ′∥op for the inequality. By the same argument,

(E.22)

n∑
i=1

∥F⊤ ∂F

∂ϵi
∥2F =

∥∥∥(IT ⊗ F⊤)
∂ vec(F )

∂ε

∥∥∥2
F
≤ T∥F ∥2F

∥∥∥∂ vec(F )

∂ε

∥∥∥2
op
.

By (E.9) and Equation (E.7), both previous displays are bounded from above by

C(ζ, T, γ)∥F ∥2F max{σ2, ∥H∥2F + ∥F ∥2F/n}(1 + ∥X∥2op/n)T .

Using the Cauchy-Schwarz inequality to leverage the moment bounds (E.8) and (E.10), we find that (E.20)
is bounded from above by C(ζ, T, γ)n and the proof of (E.16) is complete.

By exactly the same argument, (E.19), (E.20), (E.22) and (E.21) hold with F replaced by H. We use

the upper bounds (E.12) and (E.8) to control the operator norm of ∂ vec(F )
∂ vec(X) and ∂ vec(F )

∂ε , and the moment

bounds (E.8) and (E.10) to obtain (E.17).

Appendix F: Proof of Theorem 2.2

Throughout this proof, we assume Σ = Ip, and the proof for general Σ follows the same line of argument
by changing ζ to κζ, thanks to the change of variables in Appendix D.

Before stating the proof, we recall a few defintions from (C.1):

H = [b̂1 − b∗, . . . , b̂T − b∗] ∈ Rp×T , F = [y −Xb̂1, . . . ,y −Xb̂T ] ∈ Rn×T .

We first derive the upper bound of var(rtt′). By definition of rtt′ and H, we know rtt′ is the (t, t′) entry of
H⊤H. Thus,

var(rtt′)

=E[(rtt′ − E[rtt′ ])
2]

=E
[(

[H⊤H]t,t′ − E[[H⊤H]t,t′ ]
)2]

≤E
[
∥H⊤H − E[H⊤H]∥2F

]
≤n−1C(γ, ζ, T, κ)var(y1)2 by Lemma E.13.

It thus remains to show E[|rtt′ − r̂tt′ |] ≤ n−1/2C(γ, ζ, T, κ)var(y1). Define S = σ21T1
⊤
T ∈ RT×T , then we

have

E[|rtt′ − r̂tt′ |] =E
[
[H⊤H + S]t,t′ − [(IT − Â)−1F⊤F /n(IT − Â⊤)−1]t,t′

]
≤E

[∥∥H⊤H + S − (IT − Â)−1F⊤F /n(IT − Â⊤)−1
∥∥
F

]
.
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So it suffices to show

(F.1) E[∥H⊤H + S − (IT − Â)−1F⊤F /n(IT − Â⊤)−1∥F] ≤ n−1/2C(ζ, T, γ)var(y1).

To this end, we define

(F.2) Ĉ =

p∑
j=1

(IT ⊗ e⊤j )M−1D(IT ⊗ ej) ∈ RT×T ,

where M = IpT + D(IT ⊗ X⊤X
n ) − J as in Lemma C.1. We also define the matrices Q1,Q2 ∈ RT×T that

are bounded in Propositions F.1 and F.2 below:

Q1 = n−1/2
[
F⊤F (IT + Ĉ/n)⊤ − (nIT − Â)(H⊤H + S)

]
,

Q2 = n−1/2
[
n(H⊤H + S) − (IT + Ĉ/n)F⊤F (IT + Ĉ/n)⊤

]
.

Proposition F.1 (Proof is given in Appendix F.1). Let Assumptions 2.1 to 2.4 be fulfilled and Σ =
Ip, then we have E[∥Q1∥2F] ≤ C(ζ, T, γ)var(y1)2. As a consequence, by Jensen’s inequality, E[∥Q1∥F] ≤
C(ζ, T, γ)var(y1).

Proposition F.2 (Proof is given in Appendix F.2). Let Assumptions 2.1 to 2.4 be fulfilled and Σ = Ip,
then E[∥Q2∥F] ≤ C(ζ, T, γ)var(y1).

Now we are ready to prove Equation (F.1) using the above two propositions. For brevity, let V =

[−H⊤, σ1T ]⊤ ∈ R(p+1)×T and the lower triangular matrices L = IT − Â/n and T = IT + Ĉ/n. With
this notation,

Q1 =
√
n[(F⊤F /n)T⊤ −LV ⊤V ],(F.3)

Q2 =
√
n[V ⊤V − T (F⊤F /n)T⊤].(F.4)

By expanding the expressions of Q1 and Q2 in (F.3)-(F.4), we have by simple algebra

n−1/2
[
Q⊤

1 (L⊤)−1 + (L−1Q1 + Q2)(T⊤)−1(L⊤)−1
]

=


T (F⊤F /n)(L⊤)−1 − V ⊤V

+L−1(F⊤F /n)(L⊤)−1 − V ⊤V (T⊤)−1(L⊤)−1

+V ⊤V (T⊤)−1(L⊤)−1 − T (F⊤F /n)(L⊤)−1

= L−1(F⊤F /n)(L⊤)−1 − V ⊤V

= (IT − 1
nÂ)−1(F⊤F /n)(IT − 1

nÂ
⊤)−1 − (H⊤H + S)(F.5)

as all terms except two cancel out. Consequently by the triangle inequality,

√
n∥L−1(F⊤F /n)(L⊤)−1 − V ⊤V ∥F ≤ max{1, ∥L−1∥3op, ∥T ∥3op}(2∥Q1∥F + ∥Q2∥F).

Let Ω = {X ∈ Rn×p : ∥X∥op/
√
n ≤ 2 +

√
γ}. Under Assumption 2.2 and here Σ = Ip, (Davidson and

Szarek, 2001, Theorem II.13) implies that P(Ω) ≥ 1 − e−n. Then in the event Ω, we have by Lemmas E.3
and E.4,

max{∥L∥op, ∥L−1∥op, ∥T ∥op, ∥T−1∥op} ≤ C(ζ, T, γ),(F.6)

so that by the previous display and Propositions F.1 and F.2,

E[I(Ω)
√
n∥L−1(F⊤F /n)(L⊤)−1 − V ⊤V ∥F] ≤ C(T, ζ, γ)E[∥Q1∥F + ∥Q2∥F]

≤ C(T, ζ, γ)var(y1).(F.7)
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On the other hand, the same expectation with Ωc is exponentially small due to

E[I(Ωc)∥(F.5)∥F] ≤ P(Ωc)1/2E[{(1 + ∥L∥2op)(∥F ∥2F/n + ∥V ∥2F)}2]1/2 (C. Schwarz)

≤ P(Ωc)1/2E[(1 + ∥L∥2op)4]1/4E[(∥F ∥2F/n + ∥V ∥2F)4]1/4 (C. Schwarz)

≤ e−n/2C(ζ, T, γ)var(y1)(F.8)

thanks to Lemmas E.3, E.4 and E.8 and P(Ω) ≤ e−n for the last line. This completes the proof of Theorem 2.2
for Σ = Ip.

For Σ ̸= Ip, we apply the change of variables argument presented in Appendix D to achieve the desired
result. In this context, the constant C is dependent on ζ, T, γ, κ. This concludes the proof of Theorem 2.2.

In passing, let us mention that we also have by definitions of Q1 and Q2 that

(F.9) [L−1Q1(T⊤)−1 + Q2(T⊤)−1](L−1 − T )⊤ =
√
n(L−1 − T )(F⊤F /n)(L−1 − T )⊤

holds. By the same argument as in (F.7)-(F.8), that the right-hand side of the previous display is bounded
as

(F.10)
√
nE[∥(L−1 − T )F⊤n−1/2∥2F] ≤ C(T, ζ, γ)var(y1).

F.1. Proofs of Proposition F.1

We frist write
F⊤F = F⊤

[
X,

ε

σ

][
−H⊤, σ1T

]⊤
.

Applying (Tan et al., 2022, Lemma E.10) to U = F ∈ Rn×T , Z = [X, ε/σ] ∈ Rn×(p+1), and V =[
−H⊤, σ1T

]⊤ ∈ R(p+1)×T gives

E
[∥∥∥U⊤ZV −

p+1∑
j=1

n∑
i=1

∂

∂zij

(
U⊤eie

⊤
j V

)∥∥∥2
F

]
(F.11)

≤ E[∥U∥2F∥V ∥2F] + E
n∑

i=1

p+1∑
j=1

[
2∥V ∥2F

∥∥∥∥ ∂U

∂zij

∥∥∥∥2
F

+ 2∥U∥2F

∥∥∥∥ ∂V

∂zij

∥∥∥∥2
F

]
.(F.12)

To prove Proposition F.1, we need the following two lemmas.

Lemma F.3 (Proof is given on Page 47). Let the assumptions of Proposition F.1 be fulfilled. For U = F ,

Z = [X, ε/σ], and V =
[
−H⊤, σ1T

]⊤
, we have

U⊤ZV −
p+1∑
j=1

n∑
i=1

∂

∂zij

(
U⊤eie

⊤
j V

)
=

√
nQ1 + Rem1,

where Rem1 is a T × T matrix satisfying E[∥Rem1∥2F] ≤ nC(ζ, T, γ)var(y1)2.

Lemma F.4 (Proof is given on Page 48). Let the assumptions of Proposition F.1 be fulfilled, then

(F.12) ≤ nC(ζ, T, γ)var(y1)2.

Now we prove Proposition F.1 using the above two lemmas. According to Lemma F.3, we have
√
nQ1 =

U⊤ZV −
∑p+1

j=1

∑n
i=1

∂
∂zij

(U⊤eie
⊤
j V ) − Rem1. By triangular inequality, we obtain

nE[∥Q1∥2F]

≤2E
[
∥U⊤ZV −

p+1∑
j=1

n∑
i=1

∂

∂zij
(U⊤eie

⊤
j V )∥2F

]
+ 2E[∥Rem1∥2F]

≤2
(

(F.12) + E[∥Rem1∥2F]
)

≤nC(ζ, T, γ)var(y1)2 by Lemmas F.3 and F.4.
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This completes the proof of Proposition F.1.

F.2. Proofs of Proposition F.2

We first state a useful lemma, which is an extension of Lemma E.12 in Tan et al. (2022) to allow ∥U∥F ≥ 1
and ∥V ∥F ≥ 1.

Lemma F.5 (Proof is given on Page 49). Let U ,V : Rn×p → Rn×T be two locally Lipschitz functions of Z
with i.i.d. N(0, 1) entries. Provided the following expectations are finite, we have

E
[∥∥∥pU⊤V −

p∑
j=1

( n∑
i=1

∂ijU
⊤ei −U⊤Zej

)( n∑
i=1

∂ije
⊤
i V − e⊤j Z

⊤V
)∥∥∥

F

]
≤ (1 + 2

√
p)
(
E[∥U∥4F]1/2 + E[∥V ∥4F]1/2 + E[∥U∥4∂ ]1/2 + E[∥V ∥4∂ ]1/2

)
,

where ∂ijU = ∂U/∂zij and ∥U∥∂ = (
∑n

i=1

∑p
j=1 ∥∂ijU∥2F)1/2.

To apply Lemma F.5, we consider the following mapping:

R(p+1)×n → R(p+1)×T : Z⊤ 7→ V ,

where Z = [X, ε
σ ] and V = [−H⊤, σ1T ]⊤. Applying Lemma F.5 to U = V = [−H⊤, σ1T ]⊤ and the

Gaussian matrix Z⊤, we have

(F.13)
E
[∥∥∥nV ⊤V −

n∑
i=1

(p+1∑
j=1

∂V ⊤

∂zij
ej − V ⊤Z⊤ei

)(p+1∑
j=1

∂e⊤j V

∂zij
− e⊤i ZV

)∥∥∥
F

]
≤ 2(1 + 2

√
n)
(
E[∥V ∥4F]1/2 + E[∥V ∥4∂ ]1/2

)
,

where ∥V ∥∂ := (
∑n

i=1

∑p+1
j=1∥

∂V
∂zij

∥2F)1/2. The desired bound of E[∥Q2∥F] then follows from the subsequent

two lemmas.

Lemma F.6 (Proof is given on Page 53). Let the assumptions of Proposition F.2 be fulfilled. For Z = [X, ε
σ ]

and V = [−H⊤, σ1T ]⊤, we have

nV ⊤V −
n∑

i=1

(p+1∑
j=1

∂V ⊤

∂zij
ej − V ⊤Z⊤ei

)(p+1∑
j=1

∂e⊤j V

∂zij
− e⊤i ZV

)
=

√
nQ2 − Rem2,(F.14)

where Rem2 is a T × T matrix satisfying E[∥Rem2∥F] ≤
√
nC(ζ, T, γ)var(y1).

Lemma F.7 (Proof is given on Page 53). Under the same conditions of Proposition F.2, for V = [−H⊤, σ1T ]⊤,
we have

2(1 + 2
√
n)
(
E[∥V ∥4F]1/2 + E[∥V ∥4∂ ]1/2

)
≤

√
nC(ζ, T, γ)var(y1).

Now we are ready to prove Proposition F.2. By the triangle inequality, we have

E[∥
√
nQ2∥F]

≤E[∥Rem2∥F] + 2(1 + 2
√
n)
(
E[∥V ∥4F]1/2 + E[∥V ∥4∂ ]1/2

)
by (F.13) and (F.14)

≤
√
nC(ζ, T, γ)var(y1) by Lemmas F.6 and F.7.

This finishes the proof of Proposition F.2.
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F.3. Proofs of supporting lemmas

Proof of Lemma F.3. First, by definitions of U ,Z,V in Lemma F.3, we have

U⊤ZV = F⊤F .

Next, by product rule and spliting the summation over j into two parts: j ∈ [p] and j = p + 1, we have

p+1∑
j=1

n∑
i=1

∂

∂zij

(
U⊤eie

⊤
j V

)

=

p+1∑
j=1

n∑
i=1

(∂U⊤

∂zij
eie

⊤
j V + U⊤eie

⊤
j

∂V

∂zij

)
=

p∑
j=1

n∑
i=1

(∂F⊤

∂xij
eie

⊤
j (−H)

)
+

n∑
i=1

∂F⊤

∂ϵi/σ
eiσ1

⊤
T −

n∑
i=1

p∑
j=1

F⊤eie
⊤
j

∂H

∂xij

= −
p∑

j=1

n∑
i=1

(∂F⊤

∂xij
eie

⊤
j H

)
+ σ2

n∑
i=1

∂F⊤

∂ϵi
ei1

⊤
T −

n∑
i=1

p∑
j=1

F⊤eie
⊤
j

∂H

∂xij
.(F.15)

For the first term in (F.15), we have its transpose is

−H⊤
p∑

j=1

n∑
i=1

eje
⊤
i

∂F

∂xij
= H⊤H(nIT − Â)⊤ − Rem1,1

by (F.16). For the second term in (F.15), we have its transpose is

σ21T

n∑
i=1

e⊤i
∂F

∂ϵi

=σ21T

n∑
i=1

T∑
t=1

e⊤i
∂Fet
∂ϵi

e⊤t

=σ21T

T∑
t=1

Tr
(∂Fet

∂ε

)
e⊤t

=σ21T

T∑
t=1

e⊤t (nIT − Â)1Te
⊤
t by (C.8)

=σ21T1
⊤
T (nIT − Â)⊤

=S(nIT − Â)⊤.

For the third term in (F.15), we have by (F.17),

n∑
i=1

p∑
j=1

F⊤eie
⊤
j

∂H

∂xij
= F⊤FĈ⊤/n + Rem1,2.

Combining the three terms in (F.15), we have

(F.15) = (nIT − Â)(H⊤H + S) − F⊤FĈ⊤/n− Rem⊤
1,1 − Rem1,2.

It follows that

U⊤ZV −
p+1∑
j=1

n∑
i=1

∂

∂zij

(
U⊤eie

⊤
j V

)
=F⊤F (IT + Ĉ/n)⊤ − (nIT − Â)(H⊤H + S) + (Rem⊤

1,1 + Rem1,2)

=
√
nQ1 + Rem1,
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where Rem1 = (Rem⊤
1,1 + Rem1,2), and Rem1,1 and Rem1,2 are defined in Lemma F.8.

It remains to bound E[∥Rem1∥2F]. By the triangle inequality,

E[∥Rem1∥2F] ≤2E[∥Rem1,1∥2F] + 2E[∥Rem1,2∥2F]

≤nC(ζ, T, γ)var(y1)2 by (F.20).

This concludes the proof of Lemma F.3.

Proof of Lemma F.4. Let us recall (F.12) here for convenience:

(F.12) = E
[
∥U∥2F∥V ∥2F

]
+ 2E

[
∥V ∥2F

n∑
i=1

p+1∑
j=1

∥∥∥∥ ∂U

∂zij

∥∥∥∥2
F

]
+ 2E

[
∥U∥2F

n∑
i=1

p+1∑
j=1

∥∥∥∥ ∂V

∂zij

∥∥∥∥2
F

]
.

For the first term in (F.12), since ∥V ∥2F = ∥H∥2F + Tσ2, we have

E[∥U∥2F∥V ∥2F] =E[∥F ∥2F(∥H∥2F + Tσ2)]

≤E[∥F ∥4F]1/2E[∥H∥4F + T 2σ4]1/2 by C. Schwarz

≤nC(ζ, T, γ)var(y1)2 by Lemma E.10.

For the second term in (F.12), we have

E
[
∥V ∥2F

n∑
i=1

p+1∑
j=1

∥∥∥∥ ∂U

∂zij

∥∥∥∥2
F

]
=E

[
(∥H∥2F + Tσ2)

( n∑
i=1

p∑
j=1

∥∥∥∥ ∂F

∂xij

∥∥∥∥2
F

+ σ2
n∑

i=1

∥∥∥∥∂F∂ϵi
∥∥∥∥2
F

)]
=E

[
(∥H∥2F + Tσ2)

(∥∥∥∥ ∂ vec(F )

∂ vec(X)

∥∥∥∥2
F

+ σ2

∥∥∥∥∂ vec(F )

∂ε

∥∥∥∥2
F

)]
≤E

[
(∥H∥2F + Tσ2)

(∥∥∥∥ ∂ vec(F )

∂ vec(X)

∥∥∥∥2
F

+ σ2

∥∥∥∥∂ vec(F )

∂ε

∥∥∥∥2
F

)]
≤C(ζ, T )E[(∥H∥2F + Tσ2)(1 + ∥X∥2op/n)2T (∥H∥2F + γ∥F ∥2F/n)] by Lemma E.11

+ nσ2C(ζ, T )E[(∥H∥2F + Tσ2)(1 + ∥X∥2op/n)2T ] by (E.7)

≤nC(ζ, T, γ)var(y1)2 by Lemmas E.8 and E.10.

For the third term in (F.12), since V =

[
−H
σ1⊤

T

]
, we have

E
[
∥U∥2F

n∑
i=1

p+1∑
j=1

∥∥∥∥ ∂V

∂zij

∥∥∥∥2
F

]

=E
[
∥F ∥2F

n∑
i=1

p+1∑
j=1

∥∥∥∥ ∂H∂zij
∥∥∥∥2
F

]
by ∂1T

∂zij
= 0

=E
[
∥F ∥2F

n∑
i=1

p∑
j=1

∥∥∥∥ ∂H

∂xij

∥∥∥∥2
F

+ σ2∥F ∥2F
n∑

i=1

∥∥∥∥∂H∂ϵi
∥∥∥∥2
F

]
=E

[
∥F ∥2F

∥∥∥∥∂ vec(H)

∂ vec(X)

∥∥∥∥2
F

+ σ2∥F ∥2F
∥∥∥∥∂ vec(H)

∂ε

∥∥∥∥2
F

]
≤C(ζ, T )E

[
∥F ∥2F(1 + ∥X∥2op/n)2T

(
∥Fn−1/2∥F

√
γ + ∥H∥F

)2]
by (E.13)

+ C(ζ, T )E
[
σ2∥F ∥2F(1 + ∥X∥2op/n)2T

]
by (E.8)

≤nC(ζ, T, γ)var(y1)2 by Lemmas E.8 and E.10.
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Combining the above three bounds gives the desired bound for (F.12). This concludes the proof.

Lemma F.8 (Proof is given on Page 53). Under the same conditions of Proposition F.1, we have

H⊤
n∑

i=1

p∑
j=1

eje
⊤
i

∂F

∂xij
= −H⊤H(nIT − Â⊤) + Rem1,1,(F.16)

n∑
i=1

p∑
j=1

F⊤eie
⊤
j

∂H

∂xij
= F⊤FĈ⊤/n + Rem1,2,(F.17)

where

Rem1,1 = H⊤
n∑

i=1

p∑
j=1

ej
∑
t

∆it
ije

⊤
t ,(F.18)

Rem1,2 = −n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤eie
⊤
j (e⊤t ⊗ Ip)M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)
e⊤t .(F.19)

In addition, we have

(F.20)
E[∥Rem1,1∥2F] ≤ nC(ζ, T, γ)var(y1)2,

E[∥Rem1,2∥2F] ≤ nC(ζ, T, γ)var(y1)2.

Proof of Lemma F.5. For each j ∈ [p], let Ej [·] denote the conditional expectation E[·|{Zek, k ̸= j}]. The
left-hand side of the desired inequality can be rewritten as

E
[∥∥pU⊤V −

p∑
j=1

(Ej [U ]⊤Z −L⊤)eje
⊤
j (Z⊤Ej [V ] − L̂)

∥∥
F

]
with L ∈ Rp×T defined by L⊤ej = Ej [U ]⊤Zej −U⊤Zej +

∑n
i=1 ∂ijU

⊤ei and L̂ defined similarly with U
replaced by V . We develop the terms in the sum over j as follows:

pU⊤V −
∑
j

(Ej [U ]⊤Z −L⊤)eje
⊤
j (Z⊤Ej [V ] − L̂)

=
∑
j

(
U⊤V − Ej [U ]⊤Ej [V ]

)
(F.21)

+
∑
j

(
Ej [U ]⊤Ej [V ] − Ej [U ]⊤Zeje

⊤
j Z

⊤Ej [V ]
)

(F.22)

−L⊤L̂(F.23)

+
∑
j

(
Ej [U ]⊤Zeje

⊤
j L̂

)
+

(
L⊤eje

⊤
j Z

⊤Ej [V ]
)
.(F.24)

The following proof is dedicated to bounding the expectation of Frobenius norm of each term in (F.21)-(F.24).
We now bound (F.23), (F.24), (F.21), and (F.22) in order.

For (F.23). We have by the Cauchy-Schwarz inequality E
[
∥L⊤L̂∥F

]
≤ E

[
∥L∥2F

] 1
2E

[
∥L̂∥2F

] 1
2 . For a fixed

j ∈ [p] and t ∈ [T ],

E[(e⊤j Let)
2] ≤

n∑
i=1

E[(e⊤i (Ej [U ] −U)et)
2] + E

n∑
i=1

n∑
l=1

(e⊤i ∂Uet
∂zlj

)2

≤ 2E
n∑

i=1

n∑
l=1

(e⊤i ∂Uet
∂zlj

)2

,

49



where the two inequalities are due to the second-order stein inequality in Bellec and Zhang (2021), and
Gaussian-Poincaré inequality in (Boucheron et al., 2013, Theorem 3.20), respectively. Summing over j ∈ [p]

and t ∈ [T ] we obtain E[∥L∥2F] ≤ 2E
∑

lj ∥∂ljU∥2F = 2E[∥U∥2∂ ]. Combined with the same bound for L̂, we
obtain

E[∥(F.23)∥F] ≤ 2E[∥U∥2∂ ]1/2E[∥V ∥2∂ ]1/2.

For (F.24). We focus on the first term in (F.24); the similar bound applies to the second term by
exchanging the role of U and V . For the first term, we have

E
[
∥
∑
j

Ej [U ]⊤Zeje
⊤
j L̂∥F

]
≤

∑
j

E
[
∥Ej [U ]⊤Zej∥2∥e⊤j L̂∥2

]
≤ E[

∑
j

∥Ej [U ]⊤Zej∥22]
1
2E[

∑
j

∥e⊤j L̂∥22]
1
2

≤ (pE[∥U∥2F])
1
2E[∥L̂∥2F]

1
2

≤ (pE[∥U∥2F])
1
2

√
2E[∥V ∥2∂ ]1/2,

where we used that ∥ab⊤∥F = ∥a∥2∥b∥2 for two vectors a, b, the Cauchy-Schwarz inequality, E[∥Azj∥22|A] =
∥A∥2F if matrix A is independent of zj ∼ N(0, In) (set zj = Zej), and Jensen’s inequality. By symmetry of
the two terms in (F.24), we have

E∥(F.24)∥F ≤
√

2pE[∥U∥2F]
1
2E[∥V ∥2∂ ]1/2 +

√
2pE[∥V ∥2F]

1
2E[∥U∥2∂ ]1/2.

For (F.21). We decompose (F.21) as
∑

j U
⊤(V − Ej [V ]) +

∑
j(U − Ej [U ])⊤Ej [V ]. We focus on the left

term; similar bound will apply to the second term by exchanging the roles of V and U . For the first term,
we have by the submultiplicativity of the Frobenius norm and the Cauchy-Schwarz inequality

E[∥U⊤
∑
j

(V − Ej [V ])∥F] ≤ E[
∑
j

∥U∥F∥V − Ej [V ]∥F]

≤ E[p∥U∥2F]
1
2E[

∑
j

∥V − Ej [V ]∥2F]
1
2 .

By the Gaussian Poincaré inequality applied p times, E[
∑

j ∥V −Ej [V ]∥2F] ≤ E[∥V ∥2∂ ], so that the previous

display is bounded from above by
√
pE[∥U∥2F]

1
2E[∥V ∥2∂ ]

1
2 . Using the same argument, we have

E[∥
∑
j

(U − Ej [U ])⊤Ej [V ]∥F] ≤ √
pE[∥V ∥2F]

1
2E[∥U∥2∂ ]

1
2 .

Hence,

E[∥(F.21)∥F] ≤ √
pE[∥U∥2F]1/2E[∥V ∥2∂ ]

1
2 +

√
pE[∥V ∥2F]1/2E[∥U∥2∂ ]

1
2 .

For (F.22). We first use E[∥(F.22)∥F] ≤ E[∥(F.22)∥2F]
1
2 by Jensen’s inequality and now proceed to bound

E∥(F.22)∥2F. We have

∥(F.22)∥2F = ∥
∑
j

Ej [U ]⊤Ej [V ] − Ej [U ]⊤Zeje
⊤
j Z

⊤Ej [V ]∥2F =
∑
j,k

Tr[M⊤
j Mk],

where Mj = Ej [U ]⊤Ej [V ] − Ej [U ]⊤Zeje
⊤
j Z

⊤Ej [V ]. For the summation
∑

j,k, we split it into two cases∑
j=k and

∑
j ̸=k. We first bound E[

∑
j ∥Mj∥2F]. Since the variance of a⊤b − a⊤gg⊤b for standard normal

g ∼ N(0, Ip) is 2∥(ab⊤ + ba⊤)/2∥2F ≤ 2∥a∥22∥b∥22, applying this variance bound on each pair of coordinates
(t, t′) ∈ [T ] × [T ] gives

∑
j ∥Mj∥2F ≤

∑
j 2∥Ej [U ]∥2F∥Ej [V ]∥2F. Hence, using the Cauchy-Schwarz inequality

and Jensen’s inequality, we have

E[
∑
j

∥Mj∥2F] ≤ 2
∑
j

E[∥Ej [U ]∥2F∥Ej [V ]∥2F] ≤ 2pE[∥U∥4F]1/2E[∥V ∥4F]1/2.
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We now bound
∑

j ̸=k Tr[M⊤
j Mk]. Setting zj = Zej ∼ N(0, In) for every j ∈ [p], we will use many times the

identity

(F.25) E[(z⊤
j f(Z) −

∑
i

∂ijf(Z)⊤ei)g(Z) = E[
∑
i

f(Z)⊤ei∂ijg(Z)]

which follows from Stein’s formula for f : Rn×p → Rn and g : Rn×p → R. With f tt′(Z) = (z⊤
j Ej [U ]et′)Ej [V ]et

and gtt
′
(Z) = e⊤t′Mket, we find

ETr[M⊤
j Mk] = ETr[M⊤

j

∑
t′

et′e
⊤
t′Mk] = E[

∑
tt′

e⊤t M
⊤
j et′e

⊤
t′Mket]

= E
∑
tt′

(
z⊤
j f tt′(Z) −

∑
i

e⊤i ∂ijf
tt′(Z)

)
gtt

′
(Z)

= E
∑
tt′

∑
i

e⊤i f
tt′(Z)∂ijg

tt′(Z).

where gtt′(Z) = (e⊤t EkV
⊤EkV e′t − e⊤t EkU

⊤zkz
⊤
k EkV e′t) and

∂ijgtt′ = ∂ije
⊤
t′Mket = e⊤t′∂ij [EkU

⊤EkV ]et − z⊤
k ∂ij [EkUet′e

⊤
t EkU

⊤]zk.

Now define f̃ tt′(Z) = ∂ij [EkUet′e
⊤
t EkU

⊤]zk and g̃tt
′
(Z) =

∑
i e

⊤
i f

tt′(Z). By definition of f̃ tt′(Z), the

previous display is equal to z⊤
k f̃ tt′(Z)−

∑
l ∂lke

⊤
l f̃

tt′(Z). We apply (F.25) again with respect to zk, so that

ETr[M⊤
j Mk] =

∑
il,tt′

e⊤i ∂lk[f tt′(Z)]e⊤l f̃
tt′(Z)

=
∑
il,tt′

(
e⊤i ∂lk

[
Ej [V ]ete

⊤
t′Ej [U ]⊤

]
zj

)(
e⊤l ∂ij

[
Ek[U ]et′e

⊤
t Ek[V ]⊤

]
zk

)
.

To remove the indices t, t′, we rewrite the above using
∑

t ete
⊤
t = IT and

∑
t′ et′e

⊤
t′ = IT so that it equals

E
∑
il

Tr
{
∂lk

[
Ej [U ]⊤zje

⊤
i Ej [V ]

]
∂ij

[
Ek[V ]⊤zke

⊤
l Ek[U ]

]}
.

Summing over j, k, using Tr[A⊤B] ≤ ∥A∥F∥B∥F) and the Cauchy-Schwarz inequality, the above is bounded
from above by {

E
∑
jk,il

∥∥∥∂lk[Ej [U ]⊤zje
⊤
i Ej [V ]

]∥∥∥2
F

} 1
2
{
E
∑
jk,il

∥∥∥∂ij[Ek[V ]⊤zke
⊤
l Ek[U ]

]∥∥∥2
F

} 1
2

.(F.26)

At this point the two factors are symmetric, with (V ,U) in the left factor replaced with (U ,V ) on the right
factor. We focus on the left factor; similar bound will apply to the right one by exchanging the roles of V
and U . If zj is independent of matrices A(q), then Ej [∥

∑n
q=1(e⊤q zj)A

(q)∥2F] =
∑n

q=1 ∥A(q)∥2F. So that with

A(q) = ∂lk[Ej [U ]⊤eqe
⊤
i Ej [U ]], the first factor in the above display is equal to{

E
∑
jk,ilq

∥∥∥∂lk(Ej [U ]⊤eqe
⊤
i Ej [V ]

)∥∥∥2
F

} 1
2

(i)
=

{
E

∑
jk,ilq

∥∥∥∂lk(Ej [U ]⊤
)
eqe

⊤
i Ej [V ] + Ej [U ]⊤eqe

⊤
i ∂lk

(
Ej [V ]

)∥∥∥2
F

} 1
2

(ii)

≤
{
E

∑
jk,ilq

∥∥∥∂lk(Ej [U ]⊤
)
eqe

⊤
i Ej [V ]

∥∥∥2
F

} 1
2

+
{
E

∑
jk,ilq

∥∥∥Ej [U ]⊤eqe
⊤
i ∂lk

(
Ej [V ]

)∥∥∥2
F

} 1
2

(iii)
=

{
E

∑
jk,ilq

∥∥∥Ej [∂lkU ]⊤eq

∥∥∥2
2

∥∥∥e⊤i Ej [V ]
∥∥∥2
2

} 1
2

+
{
E

∑
jk,ilq

∥∥∥Ej [U ]⊤eq

∥∥∥2
2

∥∥∥e⊤i Ej [∂lkV ]
∥∥∥2
2

} 1
2

(iv)
=

{
E
∑
jk,l

∥∥∥Ej [∂lkU ]⊤
∥∥∥2
F

∥∥∥Ej [V ]
∥∥∥2
F

} 1
2

+
{
E
∑
jk,l

∥∥∥Ej [U ]⊤
∥∥∥2
F

∥∥∥Ej [∂lkV ]
∥∥∥2
F

} 1
2

,
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where (i) is the chain rule, (ii) the triangle inequality, (iii) holds provided that the order of the derivation
∂lk and the expectation sign Ej can be switched (thanks to dominant convergence theorem) and using
∥ab⊤∥2F = ∥a∥22∥b∥22 for vectors a, b, and (iv) holds using

∑
i ∥Aei∥22 = ∥A∥2F =

∑
q ∥Aeq∥22 for a matrix A

with n columns. Finally, by Jensen’s inequality, the above display is bounded by{
E
∑
k,l

∥∥∥∂lkU∥∥∥2
F

∑
j

∥∥∥Ej [V ]
∥∥∥2
F

} 1
2

+
{
E
∑
k,l

∥∥∥∂lkV ∥∥∥2
F

∑
j

∥∥∥Ej [U ]
∥∥∥2
F

} 1
2

.

By the Cauchy-Schwarz inequality, the first term in the above display is bounded by{∑
j

√
E
[(∑

k,l

∥∂lkU∥2F
)2]√E∥Ej [V ]∥4F

}1/2

≤
{
p

√
E
[(∑

k,l

∥∂lkU∥2F
)2]√E∥V ∥4F

}1/2

=
√
pE[∥U∥4∂ ]1/4E[∥V ∥4F]1/4,

where we used ∥Ej [V ]∥4F ≤ Ej [∥V ∥4F] by Jensen’s inequality. Hence,

(F.26) ≤
(√

pE[∥U∥4∂ ]1/4E[∥V ∥4F]1/4 + E[∥V ∥4∂ ]1/4E[∥U∥4F]1/4
)2

≤ 2pE[∥U∥4∂ ]1/2E[∥V ∥4F]1/2 + 2pE[∥V ∥4∂ ]1/2E[∥U∥4F]1/2,

where we uses (a + b)2 ≤ 2a2 + 2b2.
Combining the above bounds of

∑
j=k Tr[M⊤

j Mk] and
∑

j ̸=k Tr[M⊤
j Mk], we have

E[∥(F.22)∥F]

≤E[∥(F.22)∥2F]
1
2

≤
(
2pE[∥U∥4F]1/2E[∥V ∥4F]1/2 + 2pE[∥U∥4∂ ]1/2E[∥V ∥4F]1/2 + 2pE[∥V ∥4∂ ]1/2E[∥U∥4F]1/2

)1/2
≤
√

2p
(
E[∥U∥4F]1/4E[∥V ∥4F]1/4 + E[∥U∥4∂ ]1/4E[∥V ∥4F]1/4 + E[∥V ∥4∂ ]1/4E[∥U∥4F]1/4

)
,

where the last inequality uses (a + b + c)1/2 ≤ a1/2 + b1/2 + c1/2 for non-negative a, b, and c.
Now, combining the bounds on the terms (F.21)-(F.22)-(F.23)-(F.24) with the triangle inequality, the

expectation in the lemma statement can be bounded from above by

E
[∥∥∥pU⊤V −

p∑
j=1

( n∑
i=1

∂ijU
⊤ei −U⊤Zej

)( n∑
i=1

∂ije
⊤
i V − e⊤j Z

⊤V
)∥∥∥

F

]
≤2E[∥U∥2∂ ]1/2E[∥V ∥2∂ ]1/2

+ (1 +
√

2)
√
p
(
E[∥U∥2F]

1
2E[∥V ∥2∂ ]1/2 + E[∥V ∥2F]

1
2E[∥U∥2∂ ]1/2

)
+
√

2p
(
E[∥U∥4F]1/4E[∥V ∥4F]1/4 + E[∥U∥4∂ ]1/4E[∥V ∥4F]1/4 + E[∥V ∥4∂ ]1/4E[∥U∥4F]1/4

)
≤E[∥U∥2∂ ] + E[∥V ∥2∂ ]

+ (1 +
√

2)
√
p/2

(
E[∥U∥2F] + E[∥V ∥2∂ ] + E[∥V ∥2F] + E[∥U∥2∂ ]

)
+
√

2p/2
(
E[∥U∥4F]1/2 + E[∥V ∥4F]1/2 + E[∥U∥4∂ ]1/2 + E[∥V ∥4F]1/2 + E[∥V ∥4∂ ]1/2 + E[∥U∥4F]1/2

)
≤(1 + 2

√
p)
(
E[∥U∥4F]1/2 + E[∥V ∥4∂ ]1/2 + E[∥V ∥4F]1/2 + E[∥U∥4∂ ]1/2

)
,

where the second inequality uses ab ≤ (a2 + b2)/2 and the last inequality uses

E[∥U∥2F]1/2 ≤ E[∥U∥4F]1/4 and E[∥U∥2∂ ]1/2 ≤ E[∥U∥4∂ ]1/4

from Jensen’s inequality. This completes the proof of Lemma F.5.
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Proof of Lemma F.6. For notation simplicity, we define

ρi =

p+1∑
j=1

∂V ⊤

∂zij
ej − V ⊤Z⊤ei.

Then the left-hand side of (F.14) can be written as nV ⊤V −
∑n

i=1 ρiρ
⊤
i . Since V = [−H⊤, σ1T ]⊤, we have

V ⊤V = H⊤H + S. We need the following lemma for this proof.

Lemma F.9 (Proof is given on Page 56). We have

(F.27) ρ⊤
i =

p+1∑
j=1

∂e⊤j V

∂zij
− e⊤i ZV = −e⊤i F (IT + Ĉ/n)⊤ + e⊤i Ξ,

where Ξ = n−1
∑p

j=1 X
(
(e⊤j H) ⊗ Ip

)
(M−1D)⊤(IT ⊗ ej) and it satisfies

∥Ξ∥op ≤ C(ζ, T, γ)∥H∥F(1 + ∥X∥2op/n)T .

By Lemma F.9,

nV ⊤V −
n∑

i=1

ρiρ
⊤
i

=n(H⊤H + S) −
(
(IT + Ĉ/n)F⊤ + Ξ⊤)(F (IT + Ĉ/n)⊤ + Ξ

)
=n(H⊤H + S) − (IT + Ĉ/n)F⊤F (IT + Ĉ/n)⊤

−Ξ⊤F (IT + Ĉ/n)⊤ − (IT + Ĉ/n)F⊤Ξ−Ξ⊤Ξ︸ ︷︷ ︸
Rem2

=
√
nQ2 − Rem2.

The desired bound for E[∥Rem2∥F] then follows from the Cauchy-Schwarz inequality, Lemmas E.4, E.8
and E.10 and the operator norm bound of Ξ from Lemma F.9. This completes the proof of Lemma F.6.

Proof of Lemma F.7. We need to bound E[∥V ∥4F]1/2 and E[∥V ∥4∂ ]1/2. For the first term, since ∥V ∥2F =
∥H∥2F + Tσ2, we have by Lemma E.10,

E[∥V ∥4F]1/2 = E[(∥H∥2F + Tσ2)2]1/2 ≤ 2E[∥H∥4F]1/2 + 2Tσ2 ≤ C(ζ, T, γ)var(y1).

For the second term, we have

∥V ∥2∂ =

n∑
i=1

p+1∑
j=1

∥ ∂V
∂zij

∥2F =

n∑
i=1

p∑
j=1

∥ ∂H
∂xij

∥2F = ∥∂ vec(H)

∂ vec(X)
∥F.

Applying (E.13), and the moment bound of F ,H,X in Lemmas E.8 and E.10, we have

E[∥V ∥4∂ ]1/2 ≤ C(ζ, T, γ)var(y1).

Combining the above two bounds, we have the desired inequality. This completes the proof of Lemma F.7.

Proof of Lemma F.8. By Corollary C.2, we have ∂Flt

∂xij
= Dlt

ij + ∆lt
ij , where

Dlt
ij = −(e⊤t ⊗ e⊤l )(InT −N)((H⊤ej) ⊗ ei),

∆lt
ij = −n−1(e⊤t ⊗ e⊤l )(IT ⊗X)M−1D

(
F⊤ ⊗ Ip

)
(ei ⊗ ej).
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We first prove (F.16). Since e⊤i
∂F
∂xij

=
∑

t
∂Fit

∂xij
e⊤t =

∑
t(D

it
ij + ∆it

ij)e
⊤
t , we have

H⊤
n∑

i=1

p∑
j=1

eje
⊤
i

∂F

∂xij

= H⊤
∑
ij

ej

T∑
t=1

(Dit
ij + ∆it

ij)e
⊤
t

= H⊤
∑
ij

ej
∑
t

Dit
ije

⊤
t + H⊤

∑
ij

ej
∑
t

∆it
ije

⊤
t︸ ︷︷ ︸

Rem1,1

.

The first term in the last line can be simplified as below,

H⊤
p∑

j=1

n∑
i=1

ej

T∑
t=1

Dit
ije

⊤
t

= −H⊤
p∑

j=1

n∑
i=1

ej

T∑
t=1

(e⊤j H ⊗ e⊤i )(InT −N⊤)(et ⊗ ei)e
⊤
t by (C.5)

= −H⊤H
[ n∑
i=1

(IT ⊗ e⊤i )(InT −N⊤)(IT ⊗ ei)
]

= −H⊤H(nIT − Â⊤) by (2.12).

Next, we prove (F.17).

n∑
i=1

p∑
j=1

F⊤eie
⊤
j

∂H

∂xij

=

n∑
i=1

p∑
j=1

T∑
t=1

F⊤eie
⊤
j

∂b̂t

∂xij
e⊤t

=n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤eie
⊤
j (e⊤t ⊗ Ip)M−1D

(
(F⊤ei) ⊗ ej

)
e⊤t + Rem1,2 by (C.2)

=n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤ei

[
(e⊤t ⊗ e⊤j )M−1D

(
(F⊤ei) ⊗ ej

)]⊤
e⊤t + Rem1,2

=n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤ei

(
(e⊤i F ) ⊗ e⊤j

)
(M−1D)⊤(et ⊗ ej)e

⊤
t + Rem1,2 by (B.1)

=n−1F⊤F

p∑
j=1

(IT ⊗ e⊤j )(M−1D)⊤(IT ⊗ ej) + Rem1,2 by (B.1)

=F⊤FĈ⊤/n + Rem1,2 by (F.2).
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It remains to bound E[∥Rem1,1∥2F] and E[∥Rem1,2∥2F]. By expression of Rem1,1 in (F.18), we have

Rem1,1

= H⊤
n∑

i=1

p∑
j=1

ej

T∑
t=1

∆it
ije

⊤
t ,

= −n−1H⊤
n∑

i=1

p∑
j=1

T∑
t=1

ej(e
⊤
t ⊗ e⊤i )(IT ⊗X)M−1D

(
F⊤ ⊗ Ip

)
(ei ⊗ ej)e

⊤
t by (C.6)

= −n−1H⊤
n∑

i=1

p∑
j=1

T∑
t=1

ej
[
(e⊤t ⊗ e⊤i )(IT ⊗X)M−1D

(
F⊤ ⊗ Ip

)
(ei ⊗ ej)

]⊤
e⊤t

= −n−1H⊤
n∑

i=1

p∑
j=1

T∑
t=1

ej(e
⊤
i ⊗ e⊤j )(F ⊗ Ip)(M−1D)⊤(IT ⊗X⊤)(et ⊗ ei)e

⊤
t

= −n−1H⊤
n∑

i=1

(e⊤i ⊗ Ip)(F ⊗ Ip)(M−1D)⊤(IT ⊗X⊤)(IT ⊗ ei) by (B.1)

= −n−1H⊤
n∑

i=1

((e⊤i F ) ⊗ Ip)(M−1D)⊤(IT ⊗ (X⊤ei)) by (B.1).

Using the fact that ∥M∥F ≤
√
T∥M∥op for M ∈ RT×T and the triangular inequality, we have

∥Rem1,1∥F

≤
√
Tn−1∥H∥op∥M−1D∥op

n∑
i=1

∥(e⊤i F ) ⊗ Ip∥op∥IT ⊗ (X⊤ei)∥op

≤
√
Tn−1∥H∥op∥M−1D∥op

[ n∑
i=1

∥(e⊤i F ) ⊗ Ip∥2op
]1/2[ n∑

i=1

∥IT ⊗ (X⊤ei)∥2op
]1/2

≤
√
Tn−1∥H∥F∥F ∥F∥X∥F∥M−1∥op∥D∥op

≤
√
Tn−1/2∥H∥F∥F ∥F∥X∥op∥M−1∥op∥D∥op by ∥X∥F ≤

√
n∥X∥op

≤C(ζ, T, γ)∥F ∥F∥H∥F(1 + ∥X∥2op/n)T by Lemmas E.1 and E.2.

It follows by the Cauchy-Schwarz inequality and Lemmas E.8 and E.10 that

E[∥Rem1,1∥2F] ≤ nC(ζ, T, γ)var(y1)2.

We next bound E[∥Rem1,2∥2F]. By the expression of Rem1,2 in (F.19), we have

−Rem1,2 = n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤eie
⊤
j (e⊤t ⊗ Ip)M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)
e⊤t

= n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤ei

[
(e⊤t ⊗ e⊤j )M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)]⊤
e⊤t

= n−1
n∑

i=1

p∑
j=1

T∑
t=1

F⊤ei
(
(e⊤j H) ⊗ (e⊤i X)

)
(M−1D)⊤(et ⊗ ej)e

⊤
t

= n−1

p∑
j=1

(
(e⊤j H) ⊗ (F⊤X)

)
(M−1D)⊤(IT ⊗ ej).
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Using the same argument that we used to bound E[∥Rem1,1∥2F], we have

E[∥Rem1,2∥2F] ≤ nC(ζ, T, γ)var(y1)2.

This completes the proof of Lemma F.8.

Proof of Lemma F.9. By the definition of V , we have

p+1∑
j=1

∂e⊤j V

∂zij

= −
p∑

j=1

∂e⊤j H

∂xij

= −
p∑

j=1

T∑
t=1

∂e⊤j b̂
t

∂xij
e⊤t

= − n−1

p∑
j=1

T∑
t=1

(e⊤t ⊗ e⊤j )M−1D
(
(F⊤ei) ⊗ ej

)
e⊤t + ∆i by (C.2)

= − n−1

p∑
j=1

T∑
t=1

[et(e
⊤
t ⊗ e⊤j )M−1D

(
(F⊤ei) ⊗ ej

)
]⊤ + ∆i

= − n−1

p∑
j=1

[(IT ⊗ e⊤j )M−1D
(
IT ⊗ ej

)
F⊤ei]

⊤ + ∆i

= − e⊤i FĈ⊤/n + ∆i,

where ∆i = n−1
∑p

j=1

∑T
t=1 e

⊤
j (e⊤t ⊗ Ip)M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)
e⊤t .

We claim that

(F.28) ∆i = e⊤i Ξ.

Therefore, using ZV = F , we have

ρ⊤
i =

p+1∑
j=1

∂e⊤j V

∂zij
− e⊤i ZV

= −e⊤i FĈ⊤/n + ∆i − e⊤i F

= −e⊤i F (IT + Ĉ/n)⊤ + e⊤i Ξ.
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Now we prove the claim (F.28). By definition,

∆i = n−1

p∑
j=1

T∑
t=1

e⊤j (e⊤t ⊗ Ip)M−1D
(
(H⊤ej) ⊗ (X⊤ei)

)
e⊤t

= n−1

p∑
j=1

T∑
t=1

(e⊤t ⊗ e⊤j )M−1D
(
(H⊤ej) ⊗ (X⊤ei)

)
e⊤t

= n−1

p∑
j=1

T∑
t=1

[
et(e

⊤
t ⊗ e⊤j )M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)]⊤
= n−1

p∑
j=1

[
(IT ⊗ e⊤j )M−1D

(
(H⊤ej) ⊗ (X⊤ei)

)]⊤
= n−1

p∑
j=1

(
(e⊤j H) ⊗ (e⊤i X)

)
(M−1D)⊤(IT ⊗ ej)

= n−1

p∑
j=1

e⊤i X
(
(e⊤j H) ⊗ Ip

)
(M−1D)⊤(IT ⊗ ej)

= e⊤i Ξ.

It remains to bound ∥Ξ∥op. By definition of Ξ, we have

∥Ξ∥op

=n−1∥
p∑

j=1

X
(
(e⊤j H) ⊗ Ip

)
(M−1D)⊤(IT ⊗ ej)∥op

≤n−1

p∑
j=1

∥X
(
(e⊤j H) ⊗ Ip

)
(M−1D)⊤(IT ⊗ ej)∥op

≤n−1∥X∥op∥M−1∥op∥D∥op
p∑

j=1

∥(e⊤j H) ⊗ Ip∥op∥IT ⊗ ej∥op

≤n−1∥X∥op∥M−1∥op∥D∥op[

p∑
j=1

∥(e⊤j H) ⊗ Ip∥2op]1/2[
∑
j

∥IT ⊗ ej∥2op]1/2

≤n−1∥X∥op∥M−1∥op∥D∥op∥H∥F
√
Tp

≤C(ζ, T, γ)∥H∥F(1 + ∥X∥2op/n)T by Lemmas E.1 and E.2.

This completes the proof of Lemma F.9.

Appendix G: Proof of Theorem 2.1

Proof of Theorem 2.1. By definition, we know r̂t = r̂t,t and rt = rt,t. Thus the result of this theorem follows
directly from the result of Theorem 2.2.

Appendix H: Proof of Corollary 2.3

Proof of Corollary 2.3. By the definition of rt in (2.14), it suffices to show that

P
(
rt̂ − min

s∈[T ]
rs ≥

var(y1)

n1/2−c

)
≤ C(ζ, γ, T, κ)

nc
.
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To see this, we have

P
(
rt̂ − min

s∈[T ]
rs ≥

var(y1)

n1/2−c

)
≤ n1/2−c

var(y1)
E
[
rt̂ − min

s∈[T ]
rs
]

Markov’s inequality

≤ n1/2−c

var(y1)

(
E[|rt̂ − r̂t̂|] + E[|r̂t̂ − min

s∈[T ]
rs|]

)
triangle inequality

=
n1/2−c

var(y1)

(
E[|rt̂ − r̂t̂|] + E[| min

s∈[T ]
r̂s − min

s∈[T ]
rs|]

)
by definition of t̂

≤ n1/2−c

var(y1)

(
E[|rt̂ − r̂t̂|] + E[max

s∈[T ]
|r̂s − rs|]

)
by |mins as − mins bs| ≤ maxs |as − bs|

≤ n1/2−c

var(y1)

(
E[|rt̂ − r̂t̂|] + max

s∈[T ]
E[|r̂s − rs|]

)
Jensen’s inequality

≤C(ζ, γ, T, κ)

nc
by Theorem 2.1.

This concludes the proof.

Appendix I: Proof of Theorem 2.4

Note that for this proof, we will consider general Σ directly. We first present two lemmas that will be useful.

Lemma I.1. Under the same condition of Theorem 2.4. For Remj =
∑n

i=1

∑T
t=1 ∆it

ije
⊤
t

1
∥Σ−1/2ej∥

, we have

E
[ p∑
j=1

∥Remj∥2
]
≤ nC(ζ, T, κ, γ)var(y1).

Proof of Lemma I.1. By definition, Remj is a row vector in RT , and its t-th entry is

Remjt =

n∑
i=1

∆it
ij

1

∥Σ−1/2ej∥

= −n−1
n∑

i=1

(e⊤t ⊗ (e⊤i X))M−1D((F⊤ei) ⊗ ej)
1

∥Σ−1/2ej∥
by (C.6)

= −n−1
n∑

i=1

e⊤i (e⊤t ⊗X)M−1D(F⊤ ⊗ ej)ei
1

∥Σ−1/2ej∥
by (B.1)

= −n−1 1

∥Σ−1/2ej∥
Tr

(
(e⊤t ⊗X)M−1D(F⊤ ⊗ ej)

)
.

For the trace in the last line above, we have for each j ∈ [p], t ∈ [T ], the following holds,
Since (F⊤ ⊗ ej) = (IT ⊗ ej)F

⊤, whose rank is at most T , we have

Tr
(
(e⊤t ⊗X)M−1D(F⊤ ⊗ ej)

)
≤ T∥(e⊤t ⊗X)M−1D(F⊤ ⊗ ej)∥op
≤ T∥(e⊤t ⊗X)∥op∥M−1∥op∥D∥op∥(F⊤ ⊗ ej)∥op submultiplicativity of ∥ · ∥op
=

√
T∥X∥op∥M−1∥op∥D∥op∥F ∥op by (B.4)

≤ C(ζ, T )∥X∥op(1 + ∥X∥2op/n)T−1∥F ∥F by (E.1) and (E.2)

≤ C(ζ, T )
√
n(1 + ∥X∥2op/n)T ∥F ∥F. by ∥X∥op/

√
n ≤ (1 + ∥X∥2op/n)/2
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Thus, using maxj∈[p]
1

∥Σ−1/2ej∥2 ≤ ∥Σ∥op and above inequality for the trace, we have

p∑
j=1

∥Remj∥2

=

p∑
j=1

T∑
t=1

(Remjt)
2

≤ n−2∥Σ∥op
p∑

j=1

T∑
t=1

Tr
(
(e⊤t ⊗X)M−1D(F⊤ ⊗ ej)

)2
≤ n−1p∥Σ∥opC(ζ, T )(1 + ∥X∥2op/n)2T ∥F ∥2F
≤ γκC(ζ, T )(1 + ∥X∥2op/n)2T ∥F ∥2F. by p/n ≤ γ and ∥Σ∥op ≤ κ from Assumption 2.2

Therefore, Taking expectation using the Cauchy-Schwarz inequality and Lemmas E.8 and E.10, we have

E[

p∑
j=1

∥Remj∥2] ≤ nC(ζ, T, κ, γ)var(y1).

This completes the proof of Lemma I.1.

Lemma I.2. Under Assumptions 2.1 to 2.4, we have

n−1E
[ T∑

t=1

n∑
i=1

p∑
j=1

(e⊤j Σ
−1ej)

−1

∥∥∥∥∂Fet
∂xij

∥∥∥∥2
F

]
≤ C(ζ, T, κ, γ)var(y1).

Proof of Lemma I.2. By Lemma E.6 the mapping Rn×p → Rn : X 7→ Fet is Lipschitz. Since the Frobenius
norm of the Jacobian of an L∗-Lipschitz function valued in Rn is at most L∗

√
n, we have the Frobenius norm

of the Jacobian of the mapping Rn×p → Rn : X 7→ Fet is bounded by

√
nC(ζ, T )(1 + ∥X∥2op/n)T (∥H∥F + ∥F ∥F/

√
n).

Therefore, using maxj∈[p](e
⊤
j Σ

−1ej)
−1 ≤ (λmin(Σ−1))−1 = ∥Σ∥op, we have

n−1
T∑

t=1

n∑
i=1

p∑
j=1

(e⊤j Σ
−1ej)

−1

∥∥∥∥∂Fet
∂xij

∥∥∥∥2
F

≤ n−1∥Σ∥op
T∑

t=1

n∑
i=1

p∑
j=1

∥∥∥∥∂Fet
∂xij

∥∥∥∥2
F

≤ n−1∥Σ∥op
T∑

t=1

∥∥∥∥ ∂Fet
∂ vec(X)

∥∥∥∥2
F

≤ ∥Σ∥opC(ζ, T )(1 + ∥X∥2op/n)2T (∥H∥F + ∥F ∥F/
√
n)2.

Taking expectations, using the Cauchy-Schwarz inequality and Lemmas E.8 and E.10, we have

n−1E
[ T∑

t=1

n∑
i=1

p∑
j=1

(e⊤j Σ
−1ej)

−1

∥∥∥∥∂Fet
∂xij

∥∥∥∥2
F

]
≤ C(ζ, T, κ, γ)var(y1).
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Proof of Theorem 2.4. For any j ∈ [p], ej ∈ Rp, let zj = XΣ−1ej/∥Σ−1/2ej∥, then zj ∼ N(0, In). Let

F (zj) = Y −XB̂ ∈ Rn×T . Since

X = X(Ip −
Σ−1eje

⊤
j

∥Σ−1/2ej∥2
) + X

Σ−1eje
⊤
j

∥Σ−1/2ej∥2
:= XΠj + zj

e⊤j
∥Σ−1/2ej∥

,

where Πj = Ip −
Σ−1eje

⊤
j

∥Σ−1/2ej∥2 .

We now show vec(XΠj) is independent of zj . Let G = XΣ−1/2, we have

vec(XΠj) = vec(GΣ1/2Πj) = (Σ1/2Πj ⊗ In)vec(G)

and

zj = GΣ−1/2ej/∥Σ−1/2ej∥ =
1

∥Σ−1/2ej∥
(e⊤j Σ

−1/2 ⊗ In)vec(G).

Since vec(G) is a standard Gaussian vector in Rnp, the above two vectors vec(XΠj) and zj are two Gaussian
vectors. It suffices to show that vec(XΠj) and zj are uncorrelated, which can be shown by verifying that

(e⊤j Σ
−1/2 ⊗ In)(Σ1/2Πj ⊗ In) = (e⊤j Πj ⊗ In) = 0

thanks to Π⊤
j ej = 0 from definition of Πj .

Applying (Tan and Bellec, 2024, Lemma S5.3) to the mapping: zj 7→ F (zj)/
√
n, using zij = e⊤i zj , we

have

(I.1) E
[∥∥∥z⊤

j F (zj)√
n

− 1√
n

n∑
i=1

∂e⊤i F (zj)

∂zij
−

z⊤
j F (z̃j)√

n

∥∥∥2] ≤ 3

n
E

n∑
i=1

∥∥∥∥∂F (zj)

∂zij

∥∥∥∥2
F

,

where z̃j ∼ N(0, In) is independent of (X,y).

We want to compute the derivative of F (zj) with respect to zij . Since X = XΠj + zj
e⊤
j

∥Σ−1/2ej∥
. Condi-

tional on XΠj (that is, with XΠj held fixed), we have ∂F
∂zij

= ∂F
∂xij

1
∥Σ−1/2ej∥

. According to the expression

of ∂Flt

∂xij
in Corollary C.2, we have

n∑
i=1

∂e⊤i F

∂zij
=

n∑
i=1

∂e⊤i F

∂xij

1

∥Σ−1/2ej∥

=

n∑
i=1

T∑
t=1

(Dit
ij + ∆it

ij)e
⊤
t

1

∥Σ−1/2ej∥

=
−e⊤j (B̂ −B∗)(nIT − Â)⊤

∥Σ−1/2ej∥
+ Remj by (C.7),(I.2)

where Remj =
∑n

i=1

∑T
t=1 ∆it

ije
⊤
t

1
∥Σ−1/2ej∥

. Define wj ∈ RT by

w⊤
j

def
=

e⊤j Σ
−1X⊤(Y −XB̂) + e⊤j (B̂ −B∗)(nIT − Â)⊤

√
n∥Σ−1/2ej∥

−
z⊤
j F (z̃j)√

n
.

Combining (I.1) and (I.2), by the triangle inequality,

p∑
j=1

E
[∥∥∥w⊤

j

∥∥∥2] =

p∑
j=1

E
[∥∥∥z⊤

j F (zj)√
n

−
∑
i

∂e⊤i F (zj)

∂zij
/
√
n−

z⊤
j F (z̃j)√

n
− Remj√

n

∥∥∥2]
≤ 2

n
E
[ p∑
j=1

∥Remj∥2
]

+
6

n
E
[ n∑

i=1

p∑
j=1

∥∥∥∥∂F (zj)

∂zij

∥∥∥∥2
F

]
.
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We now bound the two terms in the last line. For the first term, it is bounded from above by C(ζ, T, κ, γ)var(y1)
thanks to Lemma I.1. For the second term, we first rewrite the derivative with respect to zij using chain

rule of differentiation. Recall X = XΠj +zj
e⊤
j

∥Σ−1/2ej∥
. Conditional on XΠj , we have ∂F

∂zij
= ∂F

∂xij

1
∥Σ−1/2ej∥

.

Thus,

1

n
E
[ n∑

i=1

p∑
j=1

∥∥∥∥∂F (zj)

∂zij

∥∥∥∥2
F

]
=

1

n
E
[ T∑

t=1

n∑
i=1

p∑
j=1

(e⊤j Σ
−1ej)

−1

∥∥∥∥∂Fet
∂xij

∥∥∥∥2
F

]
.

According to Lemma I.2, the last line is bounded by C(ζ, T, κ, γ)(∥Σ1/2b∗∥+σ2). In summary,
∑p

j=1 E[∥w⊤
j ∥2] ≤

C(ζ, T, κ, γ)var(y1). Let
Ln = (IT − Â/n)−1.

Left multiplying (IT − Â/n)−1 inside the ℓ2 norm of wj , we have

p∑
j=1

E
[∥∥∥Ln(Y −XB̂)⊤XΣ−1ej + n(B̂ −B∗)⊤ej√

n∥Σ−1/2ej∥
− LnF (z̃j)

⊤zj√
n

∥∥∥2] =

p∑
j=1

E
[∥∥∥Lnwj

∥∥∥2].
Since ∥(IT − Â/n)−1∥op ≤ C(ζ, T )(1 + ∥X∥2op/n)T

2

from Lemma E.3, define the event Ω = {X ∈ Rn×p :
∥X∥op/

√
n ≤ 2 +

√
γ} as before, so that

p∑
j=1

E[∥Lnwj∥2] ≤
p∑

j=1

C(ζ, T, γ)E
[
∥I{Ω}wj∥2

]
+

p∑
j=1

E
[
∥I{Ωc}Lnwj∥2

]
.

For the first term with I{Ω}, the previously established bound
∑p

j=1 E[∥wj∥2] ≤ C(ζ, T, κ, γ)var(y1) bounds

from above the first term. Each summand in the second term is exponentially small, using E[I{Ωc}∥wj∥2] ≤
P(Ωc)1/2E[∥wj∥4]1/2 with P(Ωc)1/2 ≤ e−n/4, while E[∥wj∥4]1/2/var(y1) is at most polynomial in (n, p) with
multiplicate constant C(ζ, T, κ, γ) thanks to several applications of the Cauchy-Schwarz inequality to combine

the moment bounds in Lemmas E.8 and E.10 and the equality in distribution F (z̃j) =d Y −XB̂.
We wish to show that for the 2-Wasserstein distance,

(I.3) max
j∈[p]

W2

(
Law

(LnF (z̃j)
⊤zj√

n

)
, N

(
0T ,S + E[H⊤ΣH]

))
→ 0.

By Lemma E.10, we may extract a subsequence of regression problems such that there exists psd matrices
K, K̄ ∈ RT×T such that (E.14) holds. We will not adapt a particular notation for the extracted subsequence,
but keep in mind that we are now working along this subsequence and that n → +∞ with n being restricted
to this subsequence.

By (E.16) and (E.17),

(I.4) E[∥F⊤F /n−K∥2F] → 0, E[∥H⊤ΣH + S − K̄∥2F] → 0.

Note that Theorem 2.2 further shows that

(I.5) E[∥Ln(F⊤F /n)L⊤
n − K̄∥F] → 0.

Consider the LDLT decompositions K = LDL⊤ and K̄ = L̄D̄L̄⊤ for the psd matrices K and K̄, so that
D, D̄ are diagonal with non-negative entries and L, L̄ are lower triangular with all diagonal entries equal to
1. Since Lemma E.3 gives ∥Ln∥op = OP (1),

(I.6) LnKL⊤
n − K̄

p−−→0, L̄−1LnLD − D̄L̄⊤(L⊤
n )−1(L⊤)−1 p−−→0.

On the right, we have the difference of a lower triangular matrix with diagonal D and an upper triangular
matrix with diagonal D̄. Thus the convergence to 0 in probability gives D = D̄ and L̄−1LnLD

p−−→D.
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We also have L̄−1LnL
√
D

p−−→
√
D by multiplying on the right by the pseudo-inverse of

√
D. Now let

L∞ = L̄L−1, so that

(Ln −L∞)L
√
D = L̄L̄−1(Ln −L∞)L

√
D

= L̄(L̄−1LnL
√
D −

√
D)

p−−→0.

By the continuous mapping theorem, (Ln −L∞)K(Ln −L∞)⊤
p−−→0, and since Lemma E.3 gives ∥Ln∥op =

OP (1),

(I.7) (Ln −L∞)(F⊤F /n)(Ln −L∞)⊤
p−−→0, ∥(Ln −L∞)F⊤/

√
n∥ p−−→0.

Although we have not shown that Ln
p−−→L∞, this means that we can still replace Ln by the deterministic

L∞ up to when multiplied on the right by F⊤/
√
n. The previous display also holds with F replaced by

F (z̃j), uniformly over j ∈ [p] since

E∥(Ln −L∞)F⊤F
n (Ln −L∞)⊤ − (Ln −L∞)

F (z̃j)
⊤F (z̃j)
n (Ln −L∞)⊤∥op(I.8)

≤ E[∥Ln −L∞∥2op∥F⊤F /n− F (z̃j)
⊤F (z̃j)/n∥op]

≤ E[∥Ln −L∞∥4op]1/22E[∥F⊤F /n− E[F⊤F /n]∥2op] → 0

thanks to the Cauchy-Schwarz inequality and the equality in distribution F = F (z̃j) for the last inequality.
The last line converges to 0 thanks to Lemma E.3 to show that E[∥Ln −L∞∥4op]1/2 is bounded, and thanks

to (E.16) which gives E[∥F⊤F /n − E[F⊤F /n]∥2op] → 0. This gives that ∥LnF (z̃j)/
√
n∥op

p−−→0 uniformly
over j ∈ [p], so that

LnF (z̃j)
⊤zj/

√
n = L∞F (z̃j)

⊤zj/
√
n + oP (1).

Since L∞ is deterministic, the distribution L∞F (z̃j)
⊤zj/

√
n is independent of j and is the same as the

distribution of L∞F⊤g/
√
n where g ∼ N(0, In) is independent of F . For any w ∈ RT , the characteristic

function of L∞F⊤g/
√
n evaluated at w is

E[exp(
√
−1w⊤F⊤g/

√
n)] = E

[
E[exp(

√
−1w⊤L∞F⊤g/

√
n) | g]

]
= E

[
exp(− 1

2nw
⊤L∞F⊤FL⊤

∞w)
]
.

This converges to exp(− 1
2w

⊤K̄w) by (I.7) and (I.5). We have established the weak convergence LnF (z̃j)
⊤zj/

√
n

d−−→N(0, K̄)
uniformly over j ∈ [p].

To prove convergence in 2-Wasserstein distance to N(0, K̄), it is enough to establish convergence in
distribution and convergence in the second moment (Villani et al., 2009, Def. 6.8 and Theorem 6.9). Since
we have already established convergence in distribution, it is enough to prove

(I.9) E[∥LnF (z̃j)
⊤zj/

√
n∥2] → Tr K̄ = E[∥N(0, K̄)∥2].

Since F is equal in distribution to F (z̃j), and z̃j is independent of F (z̃j), we have

E[∥L∞F (z̃j)
⊤zj/

√
n∥2] = Tr[L∞E[F⊤F /n]L⊤

∞] → Tr[L∞KL⊤
∞] = Tr K̄.

where we used that D = D̄ and L∞ = L̄L−1 for the last inequality. By the triangle inequality in L2(RT ),∣∣∣E[∥L∞F (z̃j)
⊤zj/

√
n∥2

] 1
2 − E

[
∥LnF (z̃j)

⊤zj/
√
n∥2

] 1
2
∣∣∣ ≤ E

[
∥(Ln −L∞)F (z̃j)

⊤zj/
√
n∥2

] 1
2

.

Let Q̃ ∈ Rn×n be the orthogonal projector on the image of F (z̃j), which is of rank at most T and such that

F (z̃j)
⊤Q̃ = F (z̃j). Let χ2

T = ∥Q̃zj∥2 which has chi-square distribution with at most T degrees of freedom.
We may bound from above the integrand in the right-hand side by ∥Ln − L∞F (z̃j)/

√
n∥2χ2

T . Since T is
bounded, χ2

T = OP (1) and ∥Ln−L∞F (z̃j)/
√
n∥ p−−→0 by (I.8). Since the integrand has finite second moment

by Lemmas E.3 and E.10 and E[(χ2
T )4] < ∞, it is uniformly integrable so the last display converges to 0.
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We have established convergence in distribution and in the second moment, hence by (Villani et al., 2009,
Def. 6.8 and Theorem 6.9),

(I.10) max
j∈[p]

W2

(
Law

(LnF (z̃j)
⊤zj√

n

)
, N(0, K̄)

)
→ 0.

Since S+E[H⊤ΣH] → K̄ and C 7→ N(0,C) is continuous in 2-Wasserstein distance, so that W2(N(0, K̄),S+
E[H⊤ΣH]) → 0. Combined with (I.10) and (Villani et al., 2009, Corollary 6.11), we obtain (I.3) along any
subsequence such that (E.14) holds.

Actually, the convergence (I.3) holds without extracting a subsequence for the following reason. Since
both distributions inside W2 in (I.3) have uniformly bounded second (thanks to Lemmas E.3 and E.10), the
W2 distance in (I.3) is uniformly bounded. To prove (I.3), it is sufficient to prove that 0 is the only limit
point of the sequence in the left-hand side of (I.3). For any subsequence such that the left-hand side of (I.3)
converges to a limit ν, we may extract further a subsequence such that (E.14) and the above argument holds,
showing that the limit point must be ν = 0. Since the bounded sequence in the left-hand side of (I.3) has a
unique limit point equal to 0, the convergence (I.3) holds.

Appendix J: Proof of Corollary 2.5

Proof of Corollary 2.5. Let Jn,p ⊂ [p] be the set of j ∈ [p] such that

(J.1) E
[(√ n

∥Σ−1/2ej∥2
(
b̂t,debiasj − b∗j

)
− ζjt

)2]
≤ 1

ap
C(ζ, T, κ, γ)var(y1)

for the same constant C(ζ, T, κ, γ) as in (2.23). Bounding the left-hand side of (2.23) from below by the
sum indexed over [p] \ Jn,p, we get 1

ap
|[p] \ Jn,p| ≤ 1. On the one hand, W2(Law(ζjt),N(0,E[rt])) → 0 by

(2.22), uniformly over j ∈ [p]. On the other hand, (J.1) provides a vanishing upper bound on the W2 distance

between the law of ζjt and the law of
√
n

∥Σ−1/2ej∥
(b̂t,debiasj −b∗j ), uniformly over j ∈ Jn,p. The triangle inequality

for the 2-Wasserstein distance completes the proof of (2.24).

Appendix K: Asymptotic normality and state evolution in the separable case

Theorem K.1. Let Assumptions 2.1 to 2.4 be fulfilled with Σ = Ip, assume var(y1) ≤ v0, and assume that
T, v0 are fixed constant as n, p → +∞. Then there exists deterministic weights w̄s,t (possibly depending on
n, p) such that

(K.1) max
t=1,...,T

( 1

n
∥

t∑
s=1

(ŵt,s − w̄t,s)(y −Xb̂s)∥2
)

p−−→0.

Given these deterministic weights w̄t,s, define the debiased estimate b̄T,debias ∈ Rp by b̄T,debias
j = b̂Tj +

n−1(Xej)
⊤ ∑T

s=1 w̄T,s(y −Xb̂s).
Let (ηj)j∈[p] be ζ-Lipschitz functions. Choose the T +1-th nonlinear function gT+1 in (2.8) at t = T +1 by

applying the functions ηj componentwise to b̄T,debias
j , i.e., b̂T+1

j = ηj(b̄
T,debias
j ). Then the following asymptotic

recursion holds between E[rT ] and E[rT+1],

(
σ2 + EZj∼N(0,E[rt])

[ p∑
j=1

{
ηj
(
b∗j +

Zj√
n

)
− b∗j

}2])1/2

− E
[
rT+1

]1/2
→ 0(K.2)

as n, p → +∞, as well as (σ2 + E[
∑p

j=1{ηj(b̂
t,debias
j ) − b∗j}2])1/2 − E[rT+1]1/2 → 0.
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Proof of Theorem K.1. Without loss of generality, assume that the sequence of regression problems and
data (X,y) is defined on the same probability space (Ω,A,P). We have already proved in Lemmas E.3, E.10
and E.13 and Theorem 2.2 that the event Ωn defined as

∥(IT − Â/n)−1∥op + ∥IT − Â/n∥op ≤ C(ζ, T, γ, v0),(K.3)

∥(IT − Â/n)−1F⊤F /n(IT − Â/n)−1 − (σ21T1
⊤
T + H⊤H)∥F ≤ n−0.49(K.4)

∥F⊤F /n− E[F⊤F /n]∥F + ∥H⊤H − E[H⊤H]∥F ≤ n−0.49(K.5)

for a large enough constant C(ζ, T, γ, v0) has probability approaching one. In particular, this event Ωn ∈ A is
non-empty and contains some outcome ωn. For each s, t ≤ T , for a given regression problem in the sequence
(indexed by n), we may define the weight w̄t,s as the random variable ŵt,s = e⊤t (IT − Â/n)−1es taken as
the outcome ωn, so that w̄t,s is deterministic. Let us emphasize that this weight implicitly depends on n,
i.e., it depends on n, p, b∗, (gt)t≤T and all other parameters that are allowed to change as n, p → +∞. Since
ωn is an outcome in Ωn, the above inequalities give that W̄ = (w̄t,s)t∈T,s∈[T ] satisfies

(K.6) ∥W̄E[F⊤F /n]W̄⊤ − (σ21T1
⊤
T + E[H⊤H])∥F ≤ C(ζ, T, γ, v0)n−0.49

in the sense of convergence of a deterministic sequence. Let us now show that (K.1) holds. Denote by

Ŵ = (IT−Â/n)−1 so that (K.1) is equivalent to ∥(W̄−Ŵ )F⊤/
√
n∥2F

p−−→0. Since convergence in probability
to 0 for the sequence Un is equivalent to convergence of E[1∧|Un|] → 0, the convergence in probability (K.1)

is equivalent to un
def
= E[1∧∥(W̄ − Ŵ )F⊤/

√
n∥2F] → 0. Consider a converging subsequence (unk

) of (un)n≥1

with limit point u∞ ∈ [0, 1]. By (E.14), we may further extract a subsequence (unkm
), such that in this

nested subsequence unkm
→ u∞ and E[F⊤F /n] → K both holds. In the event Ωn, (K.6) is also satisfied for

Ŵ , hence in this subsequence and in Ωn,

(K.7) ∥W̄KW̄⊤ − ŴKŴ⊤∥F ≤ C(ζ, T, γ, v0)(n−0.49 + ∥K − E[F⊤F /n]∥F).

Let K = LDL⊤ be the LDLT decomposition of K with L triangular with diagonal elements all equal

to 1 and D diagonal with non-negative entries. Since the operator norms of W̄ and Ŵ are bounded by

C(ζ, T, γ, v0) in Ωn, multiplying on the left by L−1Ŵ−1 and on the right by (L⊤W̄⊤)−1, we get

∥(ŴL)−1W̄LD −DL⊤Ŵ⊤(L⊤W̄⊤)−1∥F
≤ C(ζ, T, γ, v0, ∥L∥op)(n−0.49 + ∥K − E[F⊤F /n]∥F).

Now (ŴL)−1W̄LD is lower triangular while DL⊤Ŵ⊤(L⊤W̄⊤)−1 is upper triangular, so the left-hand

side is bounded from below by ∥(ŴL)−1W̄LD−D∥F (we may bound from below the full Frobenius norm
by the Frobenius norm of the lower triangular part only). Thus on Ωn,

∥(ŴL)−1W̄LD −D∥F ≤ C(ζ, T, γ, v0, ∥L∥op)(n−0.49 + ∥K − E[F⊤F /n]∥F).

Multiplying by ŴL on the left again, and by L⊤(Ŵ − W̄ )⊤ on the right, we have proved that on Ωn,

∥(W̄LD − ŴLD)L⊤(Ŵ − W̄ )⊤∥F ≤ C(ζ, T, γ, v0, ∥L∥op)(n−0.49 + ∥K − E[F⊤F /n]∥F).

Finally, we may replace K = LDL⊤ by F⊤F /n on Ωn in the left-hand side by enlarging the right-hand
side by a constant if necessary. This implies that in Ωn,

∥(W̄ − Ŵ )(F⊤F /n)(Ŵ − W̄ )⊤∥F ≤ C(ζ, T, γ, v0, ∥L∥op)(n−0.49 + ∥K − E[F⊤F /n]∥F)

and since P(Ωn) → 1, this shows that u∞ = 0 is the unique limit point of the sequence (un)n≥1. Since 0 is
the unique limit point, (un)n≥1 → 0 and (K.1) holds.
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Recall that E
[
rT+1

]
= σ2 + E[∥gT+1(b̄T,debias) − b∗∥2] by definition of b̂T+1. By the triangle inequality

for E[σ2 + ∥ · ∥2]1/2 we have

(K.8)

∣∣(σ2 + E[∥gT+1(b̂T,debias) − b∗∥2]
)1/2 − E

[
rT+1

]1/2∣∣
≤ E[∥gT+1(b̂T,debias) − gT+1(b̄T,debias)∥2]1/2

≤ ζE[∥b̂T,debias − b̄T,debias∥2]1/2

= ζE[∥n−1X⊤F (W̄ − Ŵ )∥2F]1/2

≤ ζE[∥X⊤X/n∥op∥n−1/2F (W̄ − Ŵ )∥2F]1/2

since b̂T,debias and b̄T,debias only differ in the weights used for the columns of F . The random variable inside
the final expectation converges to 0 in probability by the previous argument, and has uniformly bounded
fourth moment by Lemmas E.3, E.8 and E.10. By dominated convergence, the left-hand side converges to 0.
Similarly, Theorem 2.4 gives

E[∥b̂T,debias − (b∗ + n−1/2ζ·,T )∥2] ≤ C(ζ, γ, T, v0)/n

where ζ·,T ∈ Rp is the random vector with components (ζj,T )j ∈ [p] from Theorem 2.4. By the triangle
inequality, similarly to the above display,

(K.9)

∣∣(σ2 + E[∥gT+1(b̂T,debias) − b∗∥2]
)1/2 − (

σ2 + E[∥gT+1(b∗ + n−1/2ζ·,T ) − b∗∥2]
)1/2∣∣

≤ ζE[∥b̂T,debias − (b∗ + n−1/2ζ·,T )∥2]1/2

≤ C(ζ, T, γ, v0)/
√
n.

Finally, by (2.22), for each j ∈ [p] there exists a coupling (Zj , ζj,T ) with Zj ∼ N(0,E[rt]) such that E[(Zj −
ζj,T )2]1/2 ≤ (2.22) → 0 where (2.22) the maximum over j ∈ [p] of the 2-Wasserstein distance in the left-hand
side of (2.22). Since gT+1 : Rp → Rp is separable, acting componentwise with the ζ-Lipschitz functions
ηj : R → R,

(K.10)

∣∣∣(σ2 +

p∑
j=1

E
[(

ηj

(
b∗j +

Zj√
n

)
− b∗j

)2])1/2

−
(
σ2 + E

[∥∥∥gT+1

(
b∗ +

ζ·,T√
n

)
− b∗

∥∥∥2])1/2∣∣∣
≤ ζE

[ p∑
j=1

( Zj√
n
− ζjT√

n

)2]1/2
≤ ζ

√
p

n
(2.22) → 0.

Combining the inequalities (K.8)-(K.10) gives (K.2).

The result (σ2 + E[
∑p

j=1{ηj(b̂
t,debias
j ) − b∗j}2])1/2 − E[rT+1]1/2 → 0 is a direct consequence of (K.2) and

the triangle inequality. This concludes the proof of Theorem K.1.
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