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We improve upon two key aspects of the Menter shear stress transport (SST) turbulence

model: (1) We propose a more robust adverse pressure gradient sensor based on the strength of

the pressure gradient in the direction of the local mean flow; (2) We propose two alternative eddy

viscosity models to be used in the adverse pressure gradient regions identified by our sensor.

Direct numerical simulations of the Boeing Gaussian bump are used to identify the terms in

the baseline SST model that need correction, and a posteriori Reynolds-averaged Navier-Stokes

calculations are used to calibrate coefficient values, leading to a model that is both physics

driven and data informed. The two sensor-equipped models are applied to two thick airfoils

representative of modern wind turbine applications, the FFA-W3-301 and the DU00-W-212, with

maximum thicknesses of 30% and 20% of their chord lengths, respectively. While the baseline

SST model predicts stall (onset of separation) 3◦ to 5◦ late for all cases considered, the proposed

models predict stall within the margins of experimental uncertainty, which greatly improves

the prediction of the maximum lift generated. For the FFA airfoil, the models also improve

the prediction of the linear region of the lift curve likely due to their improved prediction of a

pressure-side separation at low angles of attack. The models are shown to generalize well across

the two airfoil geometries (despite their difference in thickness) and across almost a factor of 10

in variations in chord-based Reynolds numbers from 1.6 × 106 to 1.5 × 107.

I. Introduction

The prediction of separation in turbulent boundary layers is of paramount importance for aerodynamic design

but remains a challenge, even with state-of-the-art Reynolds-averaged Navier-Stokes (RANS) modeling. In this

work, we focus on the 2003 Menter shear stress transport (SST) model [1] (hereafter refered to as the baseline SST

model). Despite being developed two decades ago, it remains a state-of-the-art open-source model for many research

and industrial applications [2, 3], including the prediction of stall in aircraft and wind turbines. Nonetheless, it cannot

reliably predict separation in flows over smooth bodies, which motivates the present investigation of ways to improve the
∗Postdoctoral Researcher, Computational Science Center.
†Computational Scientist, National Wind Technology Center.
‡Computational Scientist, National Wind Technology Center.
§Chief Wind Computational Scientist, National Wind Technology Center.

ar
X

iv
:2

40
4.

19
03

5v
1 

 [
ph

ys
ic

s.
fl

u-
dy

n]
  2

9 
A

pr
 2

02
4



model. The remainder of this section details the equations of the baseline SST model, discusses existing approaches to

modify these equations to improve the prediction of separation, the impact of these modifications on RANS predictions,

and finally outlines criteria for model evaluation to be guide model development in subsequent sections.

A. The baseline SST model

In this section, for completeness, we state the details of the 2003 version of the SST model as given in [1]. The

model consists of a transport equation for 𝑘 , the turbulent kinetic energy,

𝜕𝜌𝑘

𝜕𝑡
+
𝜕𝜌𝑢 𝑗 𝑘

𝜕𝑥 𝑗
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𝜕𝑥 𝑗
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𝜕𝑘

𝜕𝑥 𝑗

], (1)

and a transport equation for 𝜔, the specific dissipation rate of kinetic energy,

𝜕𝜌𝜔
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𝜕𝜔

𝜕𝑥 𝑗

, (2)

where 𝜌 is the density, 𝑢 𝑗 are the components of the (mean) velocity, 𝜇 is the viscosity, 𝜇𝑡 is the eddy (turbulent) viscosity,

𝜈𝑡 = 𝜇𝑡/𝜌, and 𝛽∗ = 0.09. The production of 𝑘 is defined as 𝑃 = min(𝜏𝑖 𝑗𝜕𝑢𝑖/𝜕𝑥 𝑗 , 10𝛽∗𝜌𝜔𝑘), where the Reynolds

shear stress tensor is modeled using the eddy viscosity assumption 𝜏𝑖 𝑗 = 2𝜇𝑡 [𝑆𝑖 𝑗 − (𝜕𝑢𝑘/𝜕𝑥𝑘)𝛿𝑖 𝑗/3] − 2𝜌𝑘𝛿𝑖 𝑗/3, and

the rate of strain tensor is defined as 𝑆𝑖 𝑗 = [𝜕𝑢𝑖/𝜕𝑥 𝑗 + 𝜕𝑢 𝑗/𝜕𝑥𝑖]/2. The remaining model coefficients are determined

from a mixing rule based on the 𝐹1 boundary layer sensor as

𝜙 = 𝐹1𝜙1 + (1 − 𝐹1)𝜙2, (3)

where 𝜙 represents 𝛽, 𝜎𝑘 , 𝜎𝜔 , and 𝛾, and the constants 𝜙1 and 𝜙2 are given as 𝛽1 = 0.075, 𝛽2 = 0.0828, 𝛾1 = 5/9,

𝛾2 = 0.44, 𝜎𝑘1 = 0.85, 𝜎𝑘2 = 1.0, 𝜎𝜔1 = 0.5, and 𝜎𝜔2 = 0.856. 𝐹1 is was designed to tend to unity inside boundary

layers and to zero outside and is defined as

𝐹1 = tanh(𝑎𝑟𝑔4
1), (4)

𝑎𝑟𝑔1 = min

[
max

( √
𝑘

𝛽∗𝜔𝑑
,
500𝜈
𝑑2𝜔

)
,

4𝜌𝜎𝜔2𝑘

𝐶𝐷𝑘𝜔𝑑
2

]
, (5)

𝐶𝐷𝑘𝜔 = max
(
2𝜌𝜎𝜔2

1
𝜔

𝜕𝑘

𝜕𝑥 𝑗

𝜕𝜔

𝜕𝑥 𝑗

, 10−10
)
, (6)

where 𝑑 is the minimum wall distance. The eddy viscosity is defined as

𝜇𝑡 =
𝜌𝑎1𝑘

max(𝑎1𝜔, 𝑆𝐹2)
, (7)
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Fig. 1 Coefficients of pressure (a) and friction (b) versus the streamwise coordinate for the flow over the Boeing
Gaussian bump. The prediction by Nalu-Wind using the baseline SST RANS model is compared with the same
model from Prakash et al. [6] and DNS reference data from Uzun and Malik [5].

where 𝑎1 = 0.31, the strain rate magnitude 𝑆 =
√︁

2𝑆𝑖 𝑗𝑆𝑖 𝑗 , and 𝐹2 is a second boundary layer sensor designed to tend to

unity inside boundary layers and zero outside.

𝐹2 = tanh(𝑎𝑟𝑔2
2), (8)

𝑎𝑟𝑔2 = max

(
2

√
𝑘

𝛽∗𝜔𝑑
,
500𝜈
𝑑2𝜔

)
. (9)

The model for 𝜇𝑡 was designed to recover 𝜈𝑡 = 𝑘/𝜔 in most regions of the flow and switch to 𝜈𝑡 ∼ 𝑘/𝑆 in regions of

strong adverse pressure gradient (APG). This assumes that 𝑎1𝜔 < 𝑆𝐹2 is a good sensor for strong APG regions, which

will be assessed in Section III.

B. Performance of the SST and existing modifications

Although the SST model improves the prediction of separation compared to its constituent models (i.e., the model

was constructed to recover the 𝑘-𝜖 model in the far field and the 𝑘-𝜔 model near walls) [4], deficiencies in predicting

separation are widely reported in the literature[1, 3]. Here, we report two such examples using calculations with the

Nalu-Wind CFD code; the code and simulation approach is described in detail below. Figure 1a presents the coefficient

of pressure 𝐶𝑝 = (𝑝 − 𝑝∞)/(𝜌∞𝑈2
∞/2) for the flow over the Boeing Gaussian bump, where 𝑝 is the pressure and the ∞

subscript indicates a quantity evaluated in the freestream. The direct numerical simulation (DNS) reference data [5]

exhibit a flattening of the 𝐶𝑝 curve in the vicinity of 𝑥/𝐿 = 0.2, which indicates the location of a separation bubble.

Meanwhile, the SST RANS data do not exhibit a flat region, indicating that the separation bubble is underpredicted.

This also leads to the overprediction of the suction peak (−𝐶𝑝 maximum). Likewise, the SST model struggles to predict

separation on a 2D FFA-W3-301 airfoil at a chord-based Reynolds number of 𝑅𝑒𝑐 = 1.6 × 106 and a DU00-W-212

airfoil at 𝑅𝑒𝑐 = 6 × 106. Figure 2 displays the lift coefficient 𝐶𝐿 for the SST and reference experimental data versus

the angle of attack 𝛼 reported in degrees. For the FFA-W3-301 airfoil, the stall (drop in 𝐶𝐿) is predicted by the SST

3
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Fig. 2 Lift coefficient predicted by the SST model in Nalu-Wind (red) and the reference experiments [7, 8]
(black) for the FFA-W3-301 airfoil at 𝑅𝑒𝑐 = 1.6 × 106 (a) and DU00-W-212 airfoil at 𝑅𝑒𝑐 = 6 × 106 (b).

around 𝛼 = 12◦, about 5◦ later than in the experimental data of Fuglsang et al. [7]. This behavior is similar to the

under-separated prediction for the Boeing Gaussian bump and also helps motivate the study of the bump, a more

canonical flow, for which detailed DNS statistics are available. It is also interesting to note that the SST model slightly

overpredicts the lift in the linear regime of 0 < 𝛼 < 12 for the airfoil, which will be discussed in Section IV. Similar

overpredictions of lift for this flow have been observed in numerical calculations using XFOIL and EllipSys2D [7].

The challenge of predicting separation has motivated many investigations data-informed approaches to turbulence

modeling (see the review of [9]). Some efforts have focused on optimizing global coefficients in existing turbulence

models (c.f., [10]), while others have proposed methods for solving for spatially varying coefficients (c.f., [11, 12]).

We will focus our discussion on three variations of the former that are specifically focused on the SST model and that

most directly shape our subsequent developments. One such variant uses a modified value of 𝑎1, the eddy viscosity

coefficient, for regions of the flow with strong adverse pressure gradients [13]. To illustrate the effect of their proposed

change, we present RANS simulations with the baseline and proposed values of 𝑎1. Figure 3 indicates that decreasing

𝑎1 from its baseline value of 0.31 to the value of 0.28 as recommended by [13] leads to the prediction of a separation

(albeit too strong), as indicated by the flattening of the coefficient of pressure 𝐶𝑝 in the vicinity of 𝑥/𝐿 = 0.2. However,

the skin friction coefficient 𝐶 𝑓 = 𝜏𝑤/(𝜌∞𝑈2
∞/2) is underpredicted in the upstream and downstream regions of the flow,

where 𝜏𝑤 is the wall shear stress. This indicates that the proposed change degrades the calibration of the baseline model

for the zero pressure gradient (ZPG) boundary layer (BL), which is consistent with the findings of [13].

A second variant uses a modified value of 𝛽∗ in the 𝑘 equation [14]. This coefficient appears in the 𝑘-destruction

term, the boundary layer sensors through 𝑎𝑟𝑔1 and 𝑎𝑟𝑔2, and in the production limiter. As shown in Fig. 4, increasing

𝛽∗ from its baseline value of 0.09 to the value of 0.11 as recommended by [14] leads to similar effects as modifying

𝑎1; namely, the separation is predicted (albeit too large), but a significant error in 𝐶 𝑓 is introduced in the nearly ZPG

regions upstream and downstream of the bump.

4
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Fig. 3 Effect of ad hoc tuning of 𝑎1 in the SST model in Nalu-Wind for the Boeing Gaussian bump is shown by
results for the coefficients of pressure (a) and friction (b) with the baseline value 𝑎1 = 0.31 in red and with the
decreased value suggested by [13] 𝑎1 = 0.28 shown in blue. Reference DNS data [5] are shown in black.
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Fig. 4 Effect of ad hoc tuning of 𝛽∗ in the SST model is shown for the Boeing Gaussian bump by results with the
baseline value 𝛽∗ = 0.09 in red and with the elevated value suggested by [14] 𝛽∗ = 0.11 shown in blue. Reference
DNS data are shown in black.
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A third variation of the SST model is the generalized 𝑘-𝜔 (GeKO), which is a proprietary model developed by

ANSYS. For three terms in the 𝜔 transport equation, GeKO introduces multiplicative functions parameterized by six

user-specified coefficients [15]. The user is encouraged to tune the coefficients to achieve desired performance, e.g., the

prediction of separation in some benchmark test problem. The multiplicative functions are designed to be invariant

to the user-specified coefficients in ZPGBLs to recover the calibration of the baseline model in this case. However,

case-by-case tuning of coefficients implies a nonuniversal model, which limits the confidence of applying the model to

novel geometries [16].

The shortcomings of previous models can be summarized as violating the following list of model design objectives:

1) Model should improve the prediction of separation

2) Model should accurately predict ZPGBLs

3) Model coefficients should not change with modest changes in Reynolds number (e.g., a factor of 10) or modest

changes in geometry (e.g., across two different airfoil shapes).

The remainder of this paper is dedicated to developing two models that satisfy the modeling objectives outlined

above. The paper is organized as follows: The computational setups of a posteriori RANS calculations of the flows over

the Boeing Gaussian bump, the FFA-W3-301 airfoil, and the DU00-W-212 airfoil are discussed in Section II; DNS data

for the Boeing Gaussian bump are analyzed in Section III to guide the physics-driven design of the pressure gradient

sensor and the definition of two proposed RANS models; the data-informed calibration of the model coefficients and

application of the models to the Boeing Gaussian bump, the FFA-W3-301 airfoil, and the DU00-W-212 airfoil are

presented in Section IV; and conclusions are offered in Section V.

II. Computational methodology
RANS calculations are performed using Nalu-Wind, an incompressible solver, which is part of the ExaWind open-

source high-fidelity software suite developed by National Renewable Energy Laboratory (NREL) and Sandia National

Laboratories. ExaWind has been developed for modern high-performance computing systems, is compatible with

graphical-processing units (GPUs), and has been extensively validated for wind energy applications [17, 18]. Nalu-Wind

is a 3D unstructured unsteady second-order-accurate finite volume solver, but 2D steady calculations are presented in

this work. Systems of linear equations are solved using the generalized minimal residual method with the BoomerAMG

algebraic multi-grid preconditioner via hypre, a software library of high-performance preconditioners and solvers. The

no-slip walls are treated with turbulence boundary conditions following [19]. Far-field turbulence is specified with

the turbulence boundary conditions 𝑘 𝑓 𝑓 = 10−3𝑈2
∞/𝑅𝑒𝐿 and 𝜔 𝑓 𝑓 = 5𝑈∞/𝐿 in line with the recommendations of [19].

𝑅𝑒𝐿 = 𝜌𝐿𝑈∞/𝜇 is the Reynolds number based on the characteristic length scale of the geometry 𝐿 and the freestream

velocity 𝑈∞.
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A. Computational setup for airfoil calculations

We consider the flow over the FFA-W3-301 airfoil at 𝑅𝑒𝑐 = 1.6 million and the flow over the DU00-W-212 airfoil at

𝑅𝑒𝑐 = (3, 6, 9, 12, and 15) × 106. These airfoils are chosen because they have maximum thicknesses of 30% and 20%

of their chord lengths, respectively, which are representative of the cross sections of very large (greater than 10 MW)

wind turbines. Large turbines use thick airfoil cross sections to reduce rotor weight [20]. Beyond their applicability,

thick airfoils are particularly relevant for this study because the baseline SST model has been shown to poorly predict

stall, especially on thick airfoils [21].

2D steady RANS calculations are employed. The computational grids are O-grids with 200 points each on the

suction and pressure sides following a hyperbolic tangent distribution with minimum spacing of Δ𝑡/𝐿 = 10−3 at the

leading and trailing edges (see Fig. 5a, b).

For the FFA-W3-301 airfoil, there are 99 geometrically spaced wall-normal points with a minimum wall-normal

spacing of Δ𝑦/𝐿 = 10−5. 21 grid points are uniformly distributed across the square blunt trailing edge of thickness

0.0182𝐿, and there are a total of 40,964 grid cells. For simulations with the baseline SST model with 0◦ < 𝛼 < 20◦, the

maximum wall-normal grid spacing at the wall Δ+
𝑦 < 1.33.

For the DU00-W-212 airfoil, there are 109 geometrically spaced wall-normal points with a minimum wall-

normal spacing of Δ𝑦/𝐿 = 10−6. Six grid points are uniformly distributed across the square blunt trailing edge

of thickness 0.004𝐿, and there are a total of 43,524 grid cells. For simulations with the baseline SST model with

0◦ < 𝛼 < 20◦, the maximum wall-normal grid spacing at the wall Δ+
𝑦 < 0.490, 0.925, 1.34, 1.74, 2.13 for flows with

𝑅𝑒𝐿 = 3, 6, 9, 12, 15 × 106, respectively.

B. Computational setup for the Boeing Gaussian bump

The Boeing Gaussian bump has been widely studied in the literature, including experimental investigations [22–25],

DNSs [5, 26, 27], large-eddy simulations [6, 28–31], and RANS simulations [6, 22, 28, 29]. This flow was designed

in collaboration with Boeing to represent smooth-body aircraft separation [22] and poses a significant challenge to

existing RANS technology. Indeed, to the authors’ knowledge, the accurate capture of separation in this flow using

RANS simulations has not been reported in the open literature to date, which motivates the study of this flow.

This investigation is limited to 2D steady RANS, so we focus on a spanwise-periodic configuration following the

DNS investigation of [5] with a freestream Reynolds number of 2 million based on the characteristic length scale of the

bump [22]. The boundary conditions of the present RANS simulations are chosen to best match the DNS as follows:

The geometry of the bump surface is given by 𝑦/𝐿 = 0.085 exp(−(𝑥/(0.195𝐿))2); thus, 𝑥 = 0 is the apex of the bump.

Following the recommendations of the NASA Turbulence Modeling Resource [32], the inflow is a uniform flow over a

symmetry (slip) wall of streamwise length 𝐿 = 0.5. This extends from −1.556 < 𝑥/𝐿 < −1.056. For 𝑥/𝐿 > −1.056,

the no-slip condition is applied. In setting up this case, the length of this no-slip wall upstream of the bump apex was

7



(a) (b)

(c)

Fig. 5 Computational meshes for the FFA-W3-301 airfoil (a), the DU00-W-212 airfoil (b), and the Boeing
Gaussian bump (c).

varied iteratively, and it was found that this choice led to the development of a boundary layer thickness downstream

at 𝑥/𝐿 = −0.65 that agrees well with the DNS data. Specifically, the boundary layer thickness is computed using the

method of [33] to be 𝛿99 = 0.0072 for the DNS and the 𝛿99 = 0.0072 for the RANS. The top boundary is modeled with

a symmetry boundary condition for velocity at 𝑦 = 𝐿 with the far-field turbulence values that were specified above. The

computational grid consists of 288 uniformly spaced points in the streamwise direction and 222 geometric stretched

points in the wall-normal direction with a stretching ratio of 1.04 following [34] for a total of 63,427 grid cells (see

Fig. 5c). The streamwise grid spacing Δ𝑥 = 0.0125𝐿 and the minimum wall-normal spacing is Δ𝑦 = 6.875 × 10−6𝐿,

which is less than unity in viscous units for all wall-adjacent grid points.

To verify our setup of this case, the SST results of [6] are compared against our results using Nalu-Wind and the

baseline SST model in Fig. 1. As expected, the predictions of 𝐶𝑝 and 𝐶 𝑓 by the SST model agree fairly well, but neither

captures the separation observed in the DNS data of Uzun & Malik [5].

III. Model formulations
Due to its extensive development and widespread implementation and utilization, the 2003 version of the Menter

SST model [1] is the starting point for the proposed model. We consider the work of [13] and [14], which proposed

modifying 𝑎1 and 𝛽∗, respectively. Both of these approaches satisfy our first objective of improving the prediction of

separation and also violate our second objective of retaining accuracy in ZPGBLs as demonstrated in Figs. 3 and 4. In

addition, there is some evidence that the 𝑎1 approach violates the third objective insofar as the choice of 𝑎1 that leads to

8



the best prediction of separation varies between airfoil geometries [21]. Thus, we propose the introduction of an adverse

pressure gradient sensor, which can confine any modified coefficients to regions of strong adverse pressure gradients,

thereby leaving the baseline SST model unchanged in regions of ZPG or favorable pressure gradients, where the SST

model is already well calibrated.

A. Developing a pressure gradient sensor

It should be noted that the baseline 2003 version of the SST model [1] nominally already has an APG sensor given by

𝐼03 ≡ (𝑎1𝜔 < 𝑆𝐹2) , (10)

which was updated from the original 1993 version of the sensor [19]

𝐼93 ≡ (𝑎1𝜔 < Ω𝐹2) , (11)

where the vorticity magnitude Ω =
√︁

2𝑊𝑖 𝑗𝑊𝑖 𝑗 and the rate of rotation tensor 𝑊𝑖 𝑗 = [𝜕𝑢𝑖/𝜕𝑥 𝑗 − 𝜕𝑢 𝑗/𝜕𝑥𝑖]/2.

Both of these sensors will be shown to exhibit shortcomings in robustly identifying adverse pressure gradients. This

motivates the development of the following pressure gradient sensor

𝐼𝑝 ≡
( �𝑢𝑖 −𝑈𝑖,𝑤

𝜕𝑝

𝜕𝑥𝑖
𝐹2 > 𝑠𝑇

𝜌∞𝑈2
∞

𝐿

)
, (12)

where 𝐿 is the characteristic length scale of the geometry (e.g., the chord length of an airfoil or the characteristic length

scale of the Boeing Gaussian bump [22]) and 𝑠𝑇 is a model constant that determines the strength of the nondimensional

pressure gradient that is sufficiently adverse to be labeled as an APG region. Recall that 𝐹2 tends to unity inside

boundary layers. 𝑈𝑖,𝑤 is the velocity of the nearest wall (viscous solid surface) to enforce Galilean invariance. For the

remainder of this work, 𝑈𝑖,𝑤 = 0. The unit vector operator is denoted by ·̂, i.e., 𝜙𝑖 = 𝜙𝑖/(
√
𝜙𝑖𝜙𝑖 + 𝜀), where 𝜀 is a small

value added for numerical robustness at stagnation, separation, and reattachment points. Further study could be devoted

to other nondimensionalizations of the pressure gradient when 𝐿 and 𝑈∞ are less clearly known, but for the simple

geometries considered in this work, this nondimensionalization is simple and well established. The velocity unit vector

is used so as to extract the pressure derivative in the direction of the local mean flow.

Considering the flow over the Boeing Gaussian bump, the proposed and existing sensors are plotted for both DNS

and RANS data in Fig. 6, where the sensor value of unity is represented by the red region and corresponds to a region

flagged as APG. Note that the same RANS simulation using the Menter 2003 turbulence model is used to generate

Fig. 6b, d, and f; thus, the figures are only exposing differences in the sensor definitions, since the underlying flows

are identical. Figure 6a, c, and e provide estimates of the RANS sensors using DNS data; we begin by computing 𝑘
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Fig. 6 Pressure gradient sensors of [19] (a,b), [1] (c,d), and the present work (e,f) on the Boeing Gaussian
bump. Evaluations of these sensors on DNS data [5] and RANS predictions using the baseline SST model with
Nalu-Wind are presented in the left and right columns, respectively. Red indicates a region identified as strong
APG; blue indicates otherwise. The black line indicates the boundary layer thickness [33].

and 𝜇𝑡 from the mean velocities and Reynolds stresses. In order to estimate 𝜔 from DNS data, we rearrange Eq. 7.

However, this would lead to regions of space where 𝜔 is not defined. To extend 𝜔 to be defined everywhere (as it is in

RANS), we compute it as 𝜔 = 𝑘/𝜈𝑡 at all points in space. The slope of the wall-pressure DNS data in Fig. 1a clearly

indicates a strong favorable pressure gradient for −0.25 < 𝑥 < 0. However, in Fig. 6c and d, the SST 2003 sensor 𝐼03

labels this region as APG for both the DNS and RANS data. Although the Menter 1993 sensor 𝐼93 correctly identifies

this region in the DNS data (Fig. 6a), the RANS data incorrectly labels it as APG (Fig. 6b). The proposed sensor, unlike

the existing SST sensors, identifies only the region of strong APG consistent with the slope of the wall pressure data in

Fig. 1a. In Fig. 6e, the sensor identifies the portions of the separation bubble near separation and near reattachment. In

Fig. 6f, the entire separation bubble is identified. Note that the underlying SST 2003 RANS data for Fig. 6b, d, and f

predicts reattachment about 0.1𝐿 before the DNS (see Fig. 1).

The proposed sensor uses a threshold constant 𝑠𝑇 , which determines the strength at which the APG is considered

strong and the turbulence model will need to be augmented. The effect of varying this constant is explored in Fig. 7

(compare also to Fig. 6e). Here, we consider DNS data to avoid muddling our analysis with errors in the baseline SST

model’s solution. In Fig. 7a, 𝑠𝑇 = 0.25 is considered, and the foot of the bump near 𝑥 = −0.4 is identified as a strong
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(a) (b)
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Fig. 7 The effect of varying the threshold constant 𝑠𝑇 for contours of the proposed APG sensor evaluated with
DNS data [5] for the Boeing Gaussian bump. Results for 𝑠𝑇 = 0.25, 1, 2, and 4 are shown in panels a, b, c, and d,
respectively. Red indicates a region identified as strong APG; blue indicates otherwise. The black line indicates
the boundary layer thickness [33].

APG. Meanwhile, Fig. 1a indicates that the DNS wall pressure data have only a mildly adverse slope in this region.

Moreover, in this mild pressure gradient, the baseline SST model provides a good prediction of 𝐶𝑝 and 𝐶 𝑓 , as shown in

Fig. 1. Our second modeling objective indicates that 𝑠𝑇 should be larger to preserve the model’s favorable performance

in this region. On the other hand, for 𝑠𝑇 = 0.5, 1, 2, and 4 (Fig. 6e and Fig. 7b, c, d) the identified regions are only

places where the baseline SST is failing to accurately predict 𝐶𝑝 and/or 𝐶 𝑓 (see Fig. 1). Higher values of 𝑠𝑇 will lead to

a more targeted augmentation of the SST model. It is expected that if the proposed eddy viscosity models promote

separation, then lower values of 𝑠𝑇 will apply these models over more of the flow and lead to earlier separation (e.g.,

stall will occur at a lower angle of attack). Since Fig. 1 indicates that the baseline SST model is performing well for the

upstream section of the bump (𝑥 ⪅ 0), it is likely that the APG sensor should not label this region as a strong APG

region needing model augmentation; thus, we expect to find that 𝑠𝑇 ≥ 0.5 will lead to the best results for the Boeing

Gaussian bump. The exact value will be determined via a posteriori calibration in Section IV.

B. Developing two modified eddy viscosity models for APG flow

To develop variants of the SST model that might satisfy our three modeling objectives from Section I, we consider the

proposed methods of [13] and [14] of varying the 𝑎1 and 𝛽∗ SST coefficients, respectively. We propose to only modify

the coefficients in regions indicated by our pressure gradient sensor, i.e., 𝐼𝑝 = True, and use the default coefficient

values otherwise. This yields the following two proposed models: The 𝑎1,APG model is the same as the baseline SST,
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except that Eq. 7 is replaced with the following:

𝜇𝑡 =


𝜌𝑘

𝜔
if 𝑎1𝜔 > 𝑆𝐹2,

𝑎′
1𝜌𝑘

𝑆𝐹2
otherwise,

(13)

𝑎′1 =


𝑎1,APG if

(
𝑢̂𝑖

𝜕𝑝

𝜕𝑥𝑖
𝐹2 > 𝑠𝑇

𝜌∞𝑈2
∞

𝐿

)
,

𝑎1 otherwise.
(14)

The 𝛽∗APG model is the same as the baseline SST, except that Eq. 1 is replaced with the following:

𝜕𝜌𝑘

𝜕𝑡
+
𝜕𝜌𝑢 𝑗 𝑘

𝜕𝑥 𝑗

= 𝑃 − 𝛽∗′𝜌𝜔𝑘 + 𝜕

𝜕𝑥 𝑗

[(𝜇 + 𝜎𝑘𝜇𝑡 )
𝜕𝑘

𝜕𝑥 𝑗

], (15)

𝛽∗′ =


𝛽∗APG if

(
𝑢̂𝑖

𝜕𝑝

𝜕𝑥𝑖
𝐹2 > 𝑠𝑇

𝜌∞𝑈2
∞

𝐿

)
,

𝛽∗ otherwise,
(16)

where 𝑎1,APG and 𝛽∗APG are augmented model coefficient values that should promote separation. Recall that 𝐹2 tends

to unity inside boundary layers. Less eddy viscosity will make the velocity profile less full and more susceptible to

separation. When 𝑎1𝜔 < 𝑆𝐹2, 𝜏𝑤/𝜌 ∼ 𝜈𝑡𝑆 ∼ 𝑎1𝑘 , so reducing 𝑎1 or reducing 𝑘 by increasing 𝛽∗ (the 𝑘-destruction

coefficient) are model augmentations that will likely promote separation in line with our first modeling objective. By the

construction and analysis of the pressure gradient sensor, the model satisfies our second objective that it should revert to

the baseline SST model in non-APG flows, assuming 𝑠𝑇 is calibrated appropriately. The conditional in the first branch

of Eq. 13 is still written in terms of 𝑎1 (rather than 𝑎′1) since this is found to be a key component of the baseline SST

model’s calibration, which we do not want to compromise. 𝛽∗ appears in many places in the SST model, but we only

replace 𝛽∗ with 𝛽∗′ as the coefficient for the 𝑘-destruction term; 𝑎𝑟𝑔1, 𝑎𝑟𝑔2, and the production limiter remain defined

in terms of 𝛽∗ = 0.09 (i.e., 𝛽∗′ is not used). It was found that these terms do not play a dominant role in the onset of

separation, and the model’s action could be restricted to the 𝑘-destruction term.

𝐼93 and 𝐼03 use 𝑎1 both as the sensor threshold constant (similar to 𝑠𝑇 ) and as the turbulence model constant since it

contributes to the value of 𝜇𝑡 in APG regions. Meanwhile, the proposed models break these distinct functions into a

pair of coefficients (𝑠𝑇 and 𝑎1,APG or 𝑠𝑇 and 𝛽∗APG). This allows for independent, and thus more precise, calibration of

the independent roles of the APG threshold and the turbulence transport equations in APG regions.
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IV. Results
In this section, the coefficients 𝑠𝑇 , 𝑎1,APG, and 𝛽∗APG will be specified for our two proposed models in Eqs. 14 and

16. This constitutes the data-informed part of the modeling approach, as the coefficients are selected so as to obtain

the best agreement of a posteriori RANS results and experimental data for the FFA-W3-301 airfoil. The effect of the

models on the prediction of separation will be assessed through their application to the simulation of the FFA-W3-301

and DU00-W-212 airfoils and the Boeing Gaussian bump.

A. Airfoil results

Both models use the pressure gradient sensor, which introduces the undetermined constant 𝑠𝑇 , which controls

the region where the adverse pressure gradient is deemed strong enough to merit the activation of the proposed eddy

viscosity models. We perform a grid search by running simulations with a range of reasonable choices of 𝑠𝑇 and 𝑎1,APG

for the 𝑎1,APG model and 𝑠𝑇 and 𝛽∗APG for the 𝛽∗APG model. The search bounds are informed by our a priori investigation

of the effect of 𝑠𝑇 on the Boeing Gaussian bump and by the investigations of 𝑎1 and 𝛽∗ in [13] and [14]. Since the

simulations run in minutes on a single core and cases can be run synchronously on a multi-core node, the search is

not computationally demanding. The error metric is the lift coefficient predicted by a model at an angle of attack 2◦

past stall since this is late enough to substantially penalize the prediction of attached flow if the experimental flow is

separated, but not so late that the experimental three-dimensionality challenges the modeling assumptions of 2D steady

RANS, making detached eddy simulation (DES) necessary. Since a DES model is constructed as an extension of a 2D

steady RANS model, it has been observed that the limited capability of the baseline SST model to predict the onset of

separation limits its performance in DES contexts at angles of attack near stall, but this dependence on the underlying

RANS model diminishes at higher angles of attack [34]. This suggests that the suitability of the proposed 2D steady

RANS models should be determined based on their prediction near the onset of stall, and less emphasis should be placed

on deficiencies at higher angles of attack. The resulting recommended coefficients for the 𝑎1,APG model are

𝑠𝑇 = 0.5,

𝑎1,APG = 0.265,
(17)

and the resulting recommended coefficients for the 𝛽∗APG model are

𝑠𝑇 = 0.5,

𝛽∗APG = 0.108.
(18)

Note that 𝑠𝑇 = 0.5 is recommended for both models. In Fig. 8, the predictions of lift coefficient are plotted versus angle

of attack for the FFA-W3-301 airfoil at 𝑅𝑒𝑐 = 1.6× 106 including predictions of the baseline SST model, that of the two
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Fig. 8 Lift coefficient versus angle of attack for the FFA-W3-301 airfoil at 𝑅𝑒𝑐 = 1.6 × 106. Experimental
reference data [7] and predictions from the baseline SST RANS model and two proposed RANS models using
Nalu-Wind.

proposed models, and the experimental data of Fuglsang et al. [7]. The first observation is that the proposed models

predict stall (the sudden change in slope of the lift curve) at approximately the same angle of attack as in the experiment.

Meanwhile, the baseline SST model predicts the stall around 5◦ too late. The second observation is that the proposed

models improve the prediction of the lift in the linear regime (𝛼 ⪅ 7◦) while the baseline SST overpredicts the lift in this

regime. The error of the baseline SST in the linear regime is particularly striking (although consistent with XFOIL and

EllipSys2D calculations [7] for this airfoil). The APG sensor in the proposed models is clearly triggered in these flows

since the predictions differ from the baseline SST model, and for both proposed models, their treatment of the APG

region is improving the prediction of lift. The mechanism for this improvement is discussed below. For 𝛼 ≥ 10, We

observe that the proposed models underpredict the lift. This is acceptable since the experimental flow is likely highly

three-dimensional in this regime (a few degrees past stall) due to wind tunnel effects (c.f., [35]). Accurate prediction in

this regime may be possible by incorporating the present model into a DES model [34]. Remarkably, the two proposed

models have similar performance across the full range of angles of attack explored. This suggests that the aspect that the

models have in common, i.e., our proposed adverse pressure gradient sensor in Eq. 12, is perhaps more consequential

than the different ways in which the models modify the eddy viscosity within the APG region (through Eqs. 13 vs. 15).

Contours of the streamwise component of velocity 𝑈𝑥/𝑈∞ for the three models are analyzed at two angles of attack

to visually display the extent of the separations predicted by each of the models to help contextualize the quantitative lift

predictions discussed above. In Fig. 9, the results are presented for 𝛼 = 9𝑐𝑖𝑟𝑐, which is experimentally observed to be

past the stall angle. The proposed models predict large separation bubbles on the suction side of the airfoil, which is

consistent with their accurate characterization of stall (see Fig. 8). Meanwhile, the baseline model predicts a mostly

attached flow at this angle of attack (with perhaps a small separation at the blunt trailing edge), which is consistent

14
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Fig. 9 Contours of the streamwise component of velocity 𝑈𝑥/𝑈∞ for the baseline SST (a), 𝑎1,APG (b), and 𝛽∗APG
(c) models for the FFA-W3-301 airfoil at 𝑅𝑒𝐿 = 1.6 × 106 and 𝛼 = 9◦.

with the model’s overprediction of lift at this angle of attack (see Fig. 8). In Fig. 10, the results for 𝛼 = 0𝑐𝑖𝑟𝑐 are

presented. Similarly, the baseline SST predicts a nearly attached flow; the proposed models predict a separation on the

pressure side of the airfoil. Since the baseline model overpredicts lift in the linear regime of the lift curve (see Fig. 8)

and the proposed models accurately predict lift in this regime, it appears that the proposed models’ prediction of the

pressure-side separation explains their improved agreement with experimental lift data in the linear regime.

To analyze the ability of the models to generalize across geometries and Reynolds numbers, we consider the

experimental investigation of the DU00-W-212 airfoil by [8] for a range of 𝑅𝑒𝑐 from 3 × 106 to 1.5 × 107. In Fig. 11,

the lift predictions are presented versus angle of attack. Across all Reynolds numbers, the proposed models predict the

onset of stall much more accurately than the baseline SST model does. For higher angles of attack past stall, the models

underpredict the lift, but as remarked above, this is not a point of focus since 2D steady RANS is not well motivated in

this regime. For this airfoil, all models, including the baseline SST, predict the linear regime well.

Next, we reinterpret the prior results by focusing on the angle of attack at which stall occurs as this is of particular

interest for engineering design. For the purpose of the analysis, we define the stall angle 𝛼𝑠 as the lowest angle of attack

at which 𝐶𝐿,max, the local maximum in 𝐶𝐿 vs. 𝛼, occurs. In Fig. 12, 𝛼𝑠 is plotted for the chord-based Reynolds number

𝑅𝑒𝑐 for each of the cases previously considered, i.e., the FFA-W3-301 airfoil at 𝑅𝑒𝑐 = 1.6 × 106 and the DU00-W-212

airfoil at 𝑅𝑒𝑐 = (3, 6, 9, 12, 15) × 106. Error bars plotted are epistemic uncertainty intervals computed by measuring
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Fig. 10 Contours of the streamwise component of velocity 𝑈𝑥/𝑈∞ for the baseline SST (a), 𝑎1,APG (b), and 𝛽∗APG
(c) models for the FFA-W3-301 airfoil at 𝑅𝑒𝐿 = 1.6 × 106 and 𝛼 = 0◦.

the difference in the angle of attack between the stall angle identified and the data at the next highest and lowest angles

of attack measured. Since the simulations are run at 1◦ intervals, the error bars are +/−1◦. For the experiment, they are

slightly different based on the angles of attack reported in the experimental data. It is observed that the proposed models

lead to predictions of the stall angle that are accurate across all Reynolds numbers and airfoils investigated. Indeed, the

predictions of the proposed models improve the prediction of the stall angle by three to five degrees with respect to

baseline SST model for all conditions considered. It is important for models to accurately predict 𝛼𝑠 , as it determines

the range of angles of attack that the airfoil can operate while avoiding stall. The large error of the baseline SST model

in predicting 𝛼𝑠 would necessitate conservative safety margins, limiting performance, to avoid stall during operation.

The prediction of the lift produced at the stall angle is reported in Fig. 13 for the same cases considered in Fig. 12. The

baseline SST model considerably overpredicts 𝐶𝐿,max, especially at low Reynolds numbers. Meanwhile, the proposed

models provide relatively accurate predictions, with the 𝑎1,APG model slightly outperforming the 𝛽∗APG model. The

accurate prediction of 𝐶𝐿,max is important for engineering design, as it determines peak aerodynamic loads. Consider

the example of the design of a wind turbine; 𝐶𝐿,max determines the maximum power generated, which determines the

peak stresses on the mechanical, structural, and electrical systems. Underpredicting this quantity could lead to system

failure. Overpredicting would lead to a more expensive turbine that cannot realize its nominal peak performance.

In summary, the model trained on the FFA-W3-301 airfoil has generalized well to the DU00-W-212 airfoil. This
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Fig. 11 Lift coefficient versus angle of attack for the DU00-W-212 airfoil at 𝑅𝑒𝑐 = (3, 6, 9, 12, 15) × 106 in panels
a, b, c, d, and e, respectively. Experimental reference data [8] and predictions from the baseline SST RANS
model and two proposed RANS models using Nalu-Wind.
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Fig. 12 The stall angle versus the chord-based Reynolds number for the FFA-W3-301 airfoil (𝑅𝑒𝑐 = 1.6 × 106)
and DU00-W-212 airfoil (otherwise). Experimental reference data [7, 8] and predictions from the baseline SST
RANS model and two proposed RANS models using Nalu-Wind.
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Fig. 13 The maximum lift coefficient versus the chord-based Reynolds number for the FFA-W3-301 airfoil
(𝑅𝑒𝑐 = 1.6 × 106) and DU00-W-212 airfoil (otherwise). Experimental reference data [7, 8] and predictions from
the baseline SST RANS model and two proposed RANS models using Nalu-Wind.
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demonstrates insensitivity to moderate changes in geometry because the former has a maximum thickness of 30% while

the latter has a maximum thickness of 20%. Furthermore, the model has generalized well across almost a decade of

Reynolds numbers from 𝑅𝑒𝑐 = 1.6 × 106 to up to 𝑅𝑒𝑐 = 1.5 × 107.

B. Boeing Gaussian bump results

The models are applied to the Boeing Gaussian bump to assess the effect of more substantial geometric changes and

to assess the prediction of viscous drag. In Fig. 14, the predictions of the coefficients of pressure and friction are plotted

versus the streamwise coordinate for various choices of the model coefficients. Figure 14a and b indicate the results for

the model coefficients proposed previously, which provide accurate predictions of the onset of separation for two airfoils.

For both models, these sets of coefficients leads to over-separated flows as indicated by the enlarged region of negative

𝐶 𝑓 with respect to that of the DNS data. Figure 14c and d indicate the result of holding 𝑠𝑇 = 0.5 and recalibrating

𝑎1,APG and 𝛽∗APG via a grid search (procedure described previously) to optimize the agreement with the DNS data for the

bump, which indeed leads to an accurate prediction. Figure 14e and f indicate the result of holding 𝑎1,APG and 𝛽∗APG to

the values from the prior section and optimizing 𝑠𝑇 via a grid search. This also leads to good agreement with the DNS

data. These approaches indicate that there are two paths to building a more universal model: (1) developing variable

models for 𝑎1,APG and 𝛽∗APG or (2) developing a variable model for 𝑠𝑇 (or a more general nondimensionalization of the

pressure gradient).

Recall our second modeling objective is to not degrade the performance of the baseline SST in regions where it is

performing well, such as in most attached flows. For the Boeing Gaussian bump, the baseline SST performs well on

the upstream half of the bump (𝑥 ⪅ 0). Also, recall that for ad hoc tuning of 𝑎1 and 𝛽∗ as shown in Figs. 3 and 4, the

modified coefficients degrade the skin friction predictions for 𝑥 < 0. Meanwhile, for the presently proposed models, for

all three choices of coefficients presented in Fig. 14, the models preserve the accurate skin friction predictions for 𝑥 ⪅ 0,

indicating that our second modeling objective is achieved. Indeed, Fig. 6e and Fig. 7 indicate that as long as 𝑠𝑇 ≥ 0.5,

the proposed pressure gradient sensor will prevent the modified eddy viscosity models from activating for 𝑥 ⪅ 0 for this

case.

V. Conclusion
We identified that the adverse pressure gradient sensor used by the baseline SST turbulence model is not serving its

purpose well. We proposed a simple sensor based on the dot product of the pressure gradient with the velocity unit

vector. Rather than replace the existing APG sensor in the baseline SST model, we add our sensor on top of the baseline

model to preserve the model’s performance when our sensor is inactive, and we propose two interventions when our

sensor is active (in strong APG regions). The first intervention we refer to as the 𝑎1,APG model, which reduces the

value of the eddy viscosity coefficient in APG regions. The second intervention we refer to as the 𝛽∗APG model, which
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Fig. 14 Coefficients of pressure (a,c,e) and friction (b,d,f) on the Boeing Gaussian bump. DNS data [5] and
Nalu-Wind simulations with the baseline SST, 𝑎1,APG, and 𝛽∗APG models with various choices of model coefficients.
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increases the kinetic energy destruction coefficient in APG regions. Both of these interventions are physically motivated

to promote separation, and their coefficient values are calibrated with a posteriori simulation data. In addition, we

calibrate the APG threshold constant 𝑠𝑇 , which determines how strong the APG must be to be labeled as an APG region.

Our two proposed models satisfy our modeling objectives, the first of which is that the models improve the prediction

of boundary layer separation. This is demonstrated on the Boeing Gaussian bump and on two thick airfoils, the

FFA-W3-301 and the DU00-W-212 airfoils, which are representative of the cross section of modern wind turbine blades.

While the baseline SST predicts stall 3◦ to 5◦ late for all cases considered, the proposed models predict stall within the

margins of experimental uncertainty. This allows the proposed models to predict the maximum of the lift coefficient

significantly more accurately than the baseline SST model, which has important implications for aircraft and wind

turbine design. Both models also improve the prediction of lift in the linear regime of the 30% thick FFA-W3-301

airfoil likely due to their improved characterization of a pressure-side separation bubble. Our two proposed models

have similar performance (despite fairly different mechanisms for separation enhancement), which indicates that the

proposed adverse pressure gradient sensor, a common feature of both models, is likely the reason for their success.

Our second modeling objective is that the models should not worsen the performance of the SST model in attached

flows. In the Boeing Gaussian bump, for choices of the APG sensor threshold coefficient 𝑠𝑇 ≥ 0.5, the model

performance outside of the separated region is not affected by the choice of model coefficients. This isolation of the

modeling choices is particularly important for the preservation of the accurate upstream prediction of the skin friction

coefficient by the baseline SST model, which is inherited by the proposed models by construction.

Our third modeling objective is that model coefficients should not change with modest changes in Reynolds number

(e.g., a factor of 10) or modest changes in geometry (e.g., across two different airfoil shapes). Although different

values of the model coefficients are required to get accurate predictions of the Boeing Gaussian bump and the airfoils

considered, the model coefficients are held fixed for the two airfoil geometries considered. The FFA-W3-301 and

DU00-W-212 airfoils have maximum thicknesses of 30% and 20% of their chord lengths, respectively, indicating marked

geometric differences. Furthermore, the coefficients are held fixed as the chord-based Reynolds number of the DU

airfoil is varied between 3 and 15 million. Meanwhile the Reynolds number of the FFA airfoil is 1.6 million, so the

Reynolds numbers investigated vary by a decade with excellent performance for the constant coefficients of 𝑠𝑇 = 0.5,

𝑎1,APG = 0.265, and 𝛽∗APG = 0.108. For this reason, we have some confidence in recommending the use of model for

other airfoils at similar Reynolds numbers, which satisfies our objective. However, we did not develop a fully general

turbulence model, as this model is not optimally calibrated for the Boeing Gaussian bump. However, upon recalibration,

an accurate prediction is achieved, which is, to the authors’ knowledge, the first steady RANS prediction of the Boeing

Gaussian bump to accurately predict the location of separation and reattachment points.

In addition, like the baseline SST, the model assumes a fully turbulent boundary layer. We have only tested the

model on airfoils with leading edge roughness; like the baseline SST model, we expect the model will have to be coupled
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with a transition model to perform well on smooth flows with uncertain transition characteristics.
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