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Graph-Based Multivariate Multiscale Dispersion

Entropy: Efficient Implementation and Applications

to Real-World Network Data
John Stewart Fabila-Carrasco, Chao Tan, and Javier Escudero

Abstract—We introduce Multivariate Multiscale Graph-based
Dispersion Entropy (mvDEG), a novel, computationally efficient
method for analysing multivariate time series data in graph and
complex network frameworks, and demonstrate its application
in real-world data. mvDEG effectively combines temporal dy-
namics with topological relationships, offering enhanced analysis
compared to traditional nonlinear entropy methods. Its efficacy
is established through testing on synthetic signals, such as
uncorrelated and correlated noise, showcasing its adeptness in
discerning various levels of dependency and complexity. The ro-
bustness of mvDEG is further validated with real-world datasets,
effectively differentiating various two-phase flow regimes and
capturing distinct dynamics in weather data analysis. An impor-
tant advancement of mvDEG is its computational efficiency. Our
optimized algorithm displays a computational time that grows
linearly with the number of vertices or nodes, in contrast to the
exponential growth observed in classical methods. This efficiency
is achieved through refined matrix power calculations that exploit
matrix and Kronecker product properties, making our method
faster than the state of the art. The significant acceleration in
computational time positions mvDEG as a transformative tool for
extensive and real-time applications, setting a new benchmark in
the analysis of time series recorded at distributed locations and
opening avenues for innovative applications.

Index Terms—Multivariate Entropy, Dispersion Entropy, Time
Series Analysis, Graph signals, Networks, Real-world data.

I. INTRODUCTION

Real-world data, particularly from systems like industrial

and weather phenomena, is often characterized by dynamic

and complex behaviours that exhibit transient, chaotic, and

nonlinear dynamics over time, accompanied by a mixture of

randomness and uniformity in spatial distribution [22], [30].

These systems are fundamental to various phenomena across

environmental, technological, and scientific domains, influ-

encing everything from water distribution [32] to advanced

manufacturing processes [8]. Gaining a deep understanding of

the underlying mechanisms of these systems is crucial. Despite

substantial advancements in the field, a notable challenge

persists in the development of sophisticated mathematical
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tools. These tools are essential not only for an accurate anal-

ysis of specific applications like two-phase flow and weather

dynamics but also for understanding and analysing general

network behaviours across a wide array of domains, including

any form of networked or graph-based data, addressing both

academic research needs and practical applications [34].

Multivariate entropy techniques are essential tools in the

analysis of data consisting of multiple time series, or chan-

nels [2], [31]. These techniques offer a perspective of complex-

ity that extends beyond the scope of univariate analysis [1],

[27]. Among these, classical Multivariate Dispersion Entropy

(mvDE) is particularly noteworthy for its robust approach

in quantifying the complexity and dynamics of multivariate

data [5]. Its wide-ranging applications, from biomedicine to

fault diagnosis, demonstrate its significance in various research

fields [4]. In comparison to other entropy methods such

as the Multivariate Sample Entropy [1], mvDE has better

performance, more stability, and is particularly effective for

shorter time series [5].

The landscape of data analysis is rapidly evolving, increas-

ingly pivoting towards the utilization of graph-based structures

and complex networks [15], [24]. This shift is driven by tech-

nological advancements that have vastly increased our capacity

to collect and analyse data across diverse fields, ranging from

environmental monitoring to public health systems [6], [25].

Graph-based methods are gaining prominence as they offer

a powerful framework to uncover complex relationships and

dependencies within this data, which traditional tabular data

formats and analysis techniques might not fully capture. These

methods leverage the unique topological properties of graph-

structured data, enabling a more nuanced understanding of

the intricate interplay within these varied systems [24]. The

development of Permutation Entropy and Dispersion Entropy

tailored for graph data marks a significant advancement,

facilitating analyses that incorporate these crucial topological

dimensions [13]–[15].

Moreover, the approach we have developed for Permutation

and Dispersion Entropy on graph structures has influenced

subsequent methodologies, as evidenced by recent advance-

ments like the extension of Bubble Entropy to graph sig-

nals [11], directly utilising our foundational work. This not

only demonstrates the robustness of our methods but also

indicates that our approach is pioneering paths for further

innovations in the analysis of network data. However, while

these methods provide valuable insights into the topological

dimension of the data, they often do not concurrently consider

http://arxiv.org/abs/2405.00518v1
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the temporal dimension. This limitation is crucial, especially in

applications where understanding the interplay between topo-

logical (or spatial) structure and temporal dynamics is essential

for a comprehensive analysis, such as climate science [26] or

industrial applications [10].

For example, in two-phase flow analysis, various entropy

metrics have been key to understanding the system dynamics.

Sample Entropy has been used to measure regularity in fluid

dynamics time-series [4]. Permutation Entropy helps in detect-

ing changes in flow patterns due to its sensitivity to temporal

variations [29]. Despite their utility, these metrics often do not

fully capture the combined spatial and temporal complexities

of two-phase flow systems. This limitation highlights the need

for more advanced tools like mvDEG, which are capable of

integrating both topological and temporal data for a more

comprehensive analysis.

A. Contributions

We introduce the Multiscale Multivariate Graph-based Dis-

persion Entropy (mvDEG), an advanced method for analysing

data on complex networks. Differing from classical Dispersion

Entropy [27], which focuses on temporal information, and

Dispersion Entropy for Graphs [14], which emphasizes graph

structure, mvDEG integrates both temporal and topological

dimensions for a more comprehensive analysis.

Furthermore, the proposed algorithmic implementation no-

tably increases computational efficiency, making mvDEG suit-

able for processing both short and long time series. Our

optimized algorithm displays a computational time that grows

linearly with the number of vertices or nodes, in contrast

to the exponential growth observed in classical methods.

mvDEG demonstrates improved performance over classical

mvDE in various test scenarios, including synthetic and real-

world datasets. The efficiency of mvDEG can be extended

to other graph-based entropy metrics, notably, the principles

underlying mvDEG could be seamlessly adapted to improve

the efficiency of the Multivariate Multiscale Permutation En-

tropy [12]. Specifically, algorithms that use Cartesian Graph

products combined with our adjacency matrix approach, as

detailed in previous works on Permutation Entropy [13]

and extended to Bubble Entropy [11], will find our method

straightforwardly applicable. This adaptability ensures that

our efficient approach can significantly benefit a wide range

of graph-based entropy calculations, fostering advancements

across various fields.

In applying mvDEG to real-world data including two-

phase flow systems and weather phenomena, we have success-

fully delineated distinct entropy profiles for various complex

patterns, providing acute insights into their dynamics. The

precision of the method is especially notable in distinguishing

different flow regimes and weather patterns, revealing clear

entropy demarcations at lower scales. These results not only

demonstrate the robustness of mvDEG in handling intricate

data from industrial processes and environmental monitoring

but also underscore its potential as an indispensable tool in

advanced time series analysis.

B. Graph Theory Notation

A graph G is defined as G = (V , E), where V =
{1, 2, 3, . . . , n} is the set of vertices, and E ⊂ {(i, j) :
i, j ∈ V} is a set of edges [7]. The adjacency matrix A, a

N × N matrix, represents the connections between vertices,

with Aij = 1 if (i, j) ∈ E and 0 otherwise. For weighted

graphs, Aij represents the weight of the connection between

i and j. Our approach is applicable to any weighted graph,

whether directed or undirected, by appropriately adjusting the

adjacency matrix A.

The Cartesian product of two graphs G = (V , E) and G′ =
(V ′, E ′), denoted by G�G′, is a graph defined as:

1) V(G�G′) = V × V ′ = {(v, v′) | v ∈ V and v′ ∈ V ′}.

2) (v, v′) and (u, u′) are adjacent in G�G′ if and only if

either: v = u and v′ is adjacent to u′ in G′, or v′ = u′ and v
is adjacent to u in G.

II. MULTIVARIATE MULTISCALE GRAPH-BASED

DISPERSION ENTROPY (mvDEG)

The algorithm mvDEG enhances dispersion entropy by

integrating topological and temporal data dimensions. It builds

on the topological approach in [14] and the temporal focus

of [5], offering a more thorough analysis. However, the initial

computation of large matrix powers in mvDEG presents

a computational challenge, which is addressed in Sec. III

through an efficient implementation strategy. The algorithm

consists of two main steps: 1) a coarse-graining process, and

2) the calculation of mvDEG at each scale τ .

Consider a multivariate signal X = {xk,i}
i=1,...,N
k=1,2,...,p, where

p is the number of channels and N is the number of observa-

tions per channel.

A. Coarse-Graining Process for Multivariate Signals

For each channel, the original signal is divided into non-

overlapping segments of length τ , named scale factor. Next,

for each channel, the average of each segment is calculated to

derive the coarse-grained signals as follows:

z
(τ)
k,i =

1

τ

iτ∑

b=(i−1)τ+1

xk,b, 1 ≤ i ≤

⌊
N

τ

⌋

= L, 1 ≤ k ≤ p ;

where L denotes the length of the coarse-grained signal. While

this study uses a straightforward coarse-graining approach,

various alternative coarse-graining methods are also explored

in the literature [4]. In the second step, mvDEG is calculated

for each coarse-grained signal.

B. Graph-Based Multivariate Dispersion Entropy

To analyse the inter-channel interactions within X, we

utilize an adjacency matrix Ip ∈ R
p×p. This matrix, Ip, en-

capsulates the connectivity or interaction patterns between the

channels. It can be predefined based on system-specific knowl-

edge, or fully connected graph for simplicity. Alternatively,

Ip can be inferred from the data itself, employing various

graph learning techniques such as in [33]. This flexibility in

defining Ip allows for tailored analysis of the multivariate
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signal, taking into account the unique interaction dynamics

present in different datasets or systems. The mvDEG is defined

through the following steps:

1) Embedding Matrix Construction: Given an embedding

dimension 2 ≤ m ∈ N and a class number c ∈ N, the embed-

ding matrix Y ∈ R
N×m is formed as Y = [y0, y1, · · · , ym−1].

Each column yk = DA
kv, where A is the adjacency matrix

of the graph
−→
P N�Ip, D is a diagonal normalization matrix,

and v is a vectorized form of the multivariate signal X.

2) Mapping to Classes: A mapping function M : R → Nc,

where Nc = {1, 2, . . . , c}, is applied element-wise to Y to

classify each entry into one of c classes. This results in a

matrix M(Y) ∈ N
N×m
c .

3) Dispersion Patterns and Relative Frequencies: Each

row of M(Y), termed an embedding vector, corresponds to

a unique dispersion pattern. The relative frequency of each

pattern π ∈ Π is calculated across the dataset.

4) Entropy Computation: The mvDEG is the normalized

Shannon entropy of the dispersion patterns, computed as:

mvDEG(X,m, L, c) = −
1

log(cm)

∑

π∈Π

p(π) ln p(π).

This approach effectively captures the complex interactions

within multivariate data, leveraging both the temporal se-

quence and the underlying graph structure. For embedding

matrix construction details, refer to [14]. The primary com-

putational challenge involves computing powers of the large

Np×Np matrix A−→
P N�Ip

, representing the graph’s adjacency

matrix. We address this challenge and its solutions in Sec. III.

III. EFFICIENT ALGORITHM IMPLEMENTATION

Utilizing matrix properties and the Kronecker product [18],

this section introduces an efficient mvDEG implementation

to overcome computational challenges of prior graph signal

entropy metrics [13].

Graph Model Notation |V| Adjacency

Directed Path Time
−→
P N N A−→

P N

Interaction Matrix Topology Ip p AIp

TABLE I: Overview of the graphs and matrices.

The adjacency matrix of
−→
P N�Ip is given by:

A−→
P N�Ip

= A−→
P N

⊗ Ip + IN ⊗AIp (1)

where ⊗ denotes the Kronecker product and IN is the N ×N
identity matrix. Let X = A−→

P N
⊗ Ip and Y = IN ⊗AIp . We

demonstrate that B and C commute:

BC = (A−→
P N

⊗ Ip)(IN ⊗AIp) = A−→
P N

IN ⊗ IpAIp

= A−→
P N

⊗AIp = INA−→
P N

⊗AIpIp

= (IN ⊗AIp)(A−→
P N

⊗ Ip) = CB .

Consequently, the m-th power matrix in Eq. 1 is:

(A−→
P N�Ip

)m =

m∑

k=0

(
m

k

)

(A−→
P N

⊗ Ip)
k(IN ⊗AIp)

m−k

=
m∑

k=0

(
m

k

)

((A−→
P N

)k ⊗ Ip)(IN ⊗ (AIp)
m−k)

=
m∑

k=0

(
m

k

)

((A−→
P N

)kIn)⊗ (Ip(AIp)
m−k)

=

m∑

k=0

(
m

k

)

(A−→
P N

)k ⊗ (AIp)
m−k .

Finally, the adjacency matrix of
−→
P N , A−→

P N
, and its k-th

power for 1 ≤ k ≤ N are computed as:

A
k
−→
P N

(i, j) =

{

1 if j = i+ k and j ≤ N,

0 otherwise,

where A−→
P N

(i, j) = A
1
−→
P N

(i, j) for k = 1.

This efficient implementation reduces the computation of

the m-th power of a Np×Np matrix to a sum of Kronecker

products involving smaller p × p matrices. This approach

effectively addresses the high computational cost associated

with graph-based entropy metrics, a major challenge noted in

previous studies [13], [14].

IV. SYNTHETIC SIGNALS

Synthetic signals like multivariate 1/f noise and White

Gaussian Noise (WGN) are essential for validating multi-

variate multiscale entropy techniques. Multivariate 1/f noise,

common in natural phenomena, represents complex, corre-

lated systems and contrasts with the high irregularity of

WGN [5], [9], [20]. This contrast enables a detailed evaluation

of entropy methods, as these signals provide benchmarks to

assess how entropy measures handle different complexities and

predictabilities in signal patterns, vital for applications [34].

A. Uncorrelated Noise Analysis

We generate a trivariate time series F(p), where p ∈
{0, 1, 2, 3} represents the number of channels with 1/f
noise, and 3 − p channels with WGN, i.e., F(p) =
{WGN, . . . ,WGN
︸ ︷︷ ︸

p times

, 1/f, . . . , 1/f
︸ ︷︷ ︸

3−p times

} .

Here, p allows a systematic transition from all channels

representing independent 1/f noise to all channels being inde-

pendent WGN. For algorithms on generating these multivariate

signals, see [5], [9], [20].

We applied the mvDE and mvDEG to 40 independent

realizations of uncorrelated trivariate WGN and 1/f noise,

each with 15, 000 sample points. The mean and standard

deviations (SD) of the results for mvDE and mvDEG are

shown for m = 4 and c = 6 in both cases in Figs. 1 and

2, respectively. These m and c values are consistent with

literature recommendations [4], [27].

In both Figs. 1 and 2, the x-axis represents the Scale Factor,

while the y-axis delineates the normalised Entropy Value.
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Fig. 1: Mean value and standard deviation (SD) for the

classical multivariate Dispersion Entropy mvDE.
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Fig. 2: Entropy value comparison across scale factors for

mvDEG, the mean and SD with (a) identity adjacency graph,

indicating no prior inter-channel correlation, and (b) correla-

tion matrix graph, reflecting inherent inter-channel dependen-

cies.

The results from both methods are strikingly similar, with

the entropy values of trivariate WGN signals being higher

than those of other trivariate time series at low scale factors.

However, the entropy values for coarse-grained trivariate 1/f
noise signals are almost constant along the temporal scale

factor, while those for coarse-grained WGN signal monotoni-

cally decrease with increasing scale factors. This indicates that

multivariate WGN time series contain information primarily

at small temporal scale factors, whereas trivariate 1/f noise

signals exhibit higher complexity across multiple time series.

These observations align with literature findings [9].

In Fig. 2a, we consider the case of a zero adjacency graph

(Ip is a 3 × 3 matrix with all zero entries) since the noise is

uncorrelated and theoretically, there is no interaction between

time series. The results are similar to mvDE, reflecting the

primarily temporal nature of the information. However, the

simulated time series exhibit slight correlations in practice.

When these correlations are calculated and used as Ip in

Fig. 2b, the entropy values of mvDEG are slightly lower,

indicating a decrease in complexity due to the estimated

correlations. These results are consistent with the notion that

1/f noise is structurally more complex than multivariate

WGN.

In single-channel scenarios, multivariate entropy metrics

reduce to their univariate counterparts. Thus, classical Dis-

persion Entropy [27] and Dispersion Entropy for Graph Sig-

nals [14] yield identical results. In multivariate cases, while

both mvDE and mvDEG produce different entropy val-
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Fig. 3: Correlated noise entropy across various structures,

ranging from uncorrelated to fully connected across scale

factors.

ues, they similarly characterize dynamics. However, mvDEG

distinguishes itself with its computational efficiency. Unlike

mvDE, where the number of patterns increases exponentially

with parameters m and p without considering the graph

structure, mvDEG incorporates graph structure linearly, sig-

nificantly reducing the pattern count and computational load.

This efficiency, coupled with the ability to integrate topological

information, makes mvDEG a superior choice for complex

data analysis, especially in multichannel scenarios, as in

Sec. V.

B. Correlated Noise Analysis

In this section, we explore the behaviour of multivariate

methods on correlated noise. The experiment involves gener-

ating four sets of time series, each with distinct correlation

structures: (1) Four Uncorrelated WGN Series, (2) Two Cor-

related and Two Uncorrelated Series (a mix of correlated and

uncorrelated series), (3) Two Pairs of Correlated Series (Two

distinct pairs, each internally correlated), (4) Three Correlated

and One Uncorrelated Series and (5) Four Correlated Series.

For each set of time series, we computed both mvDE
and mvDEG using N = 500, m = 4, and c = 6. The

mean entropy values and their SD were determined over 40
simulations. In these computations, the underlying graph G
was based on the theoretical correlation matrix. When using

the estimated correlation matrix Ĝ, derived from the data, the

entropy values obtained for each simulation were remarkably

consistent, indicating the robustness of mvDEG in capturing

the dynamics of the time series even with small variations in

the graph structure.

Additionally, our focus on shorter time series (N = 500)

demonstrates mvDEG’s robustness with limited data, a fre-

quent challenge where traditional methods struggle. This un-

derscores the method’s adaptability to scenarios with con-

strained data, as exemplified in Sec. VI. Comparable results

are observed with larger sample sizes.

The results, as shown in Fig. 3, reveal interesting insights

into the dynamics of correlated noise. In both mvDE and

mvDEG methods, the entropy values for WGN decrease as

the scale factor increases, indicating a reduction in complexity.

However, a key observation in mvDE is the overlapping of

entropy values across all sets of time series and scales, sug-
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Fig. 4: Entropy for varying degrees of correlated noise.

gesting that mvDE struggles to differentiate between various

degrees of correlation and uncorrelated dynamics.

In contrast, our proposed method, mvDEG, not only

presents distinct mean entropy values for each set of time

series but also avoids the overlapping of standard deviations.

This distinct separation in the entropy values and their vari-

ances demonstrates that mvDEG is more adept at character-

izing the dynamics of time series with varying degrees of

correlation. This capability makes mvDEG a more robust tool

for analysing complex multivariate time series data, especially

in scenarios where understanding the interplay between corre-

lation and signal complexity is crucial.

Further, we explore the dynamics of correlated noise with

varying degrees of correlation. For this purpose, we generate

three time series for each set, with correlation values set at

0.95, 0.75, 0.55, 0.35, and 0.15. The parameters used are m =
4, c = 6, and the analysis is based on 40 realizations. The

results, depicted in Fig. 4, include both the mean and SD of

the entropy values.

The analysis reveals that while both methods show a

decrease in entropy values with increasing scale factor, the

classical mvDE fails to distinguish the dynamics influenced by

varying degrees of correlation, as evidenced by the overlapping

SDs. In contrast, mvDEG successfully differentiates between

these dynamics, with minimal overlap in the SDs across dif-

ferent correlation levels. This distinction is not only pivotal for

understanding complex signal interactions but also highlights

the superior computational efficiency of mvDEG, especially

for shorter time series. The following section will further

elaborate on the computational advantages of our proposed

method.

V. COMPUTATIONAL TIME COMPARISON

This section compares the computational efficiency of clas-

sical mvDE and mvDEG. To assess the computational perfor-

mance, we utilized uncorrelated multivariate WGN time series

of varying lengths, ranging from 100 to 10, 000 sample points,

across 10 channels. The experiments were conducted on a PC

running MATLAB R2023b, equipped with 32.0 GB RAM and

an Intel(R) Core(TM) i7-10610U CPU @ 1.80GHz, 2.30 GHz

processor.

The classical mvDE method exhibited significant limita-

tions in processing large channels. For a dataset with ∼ 2, 000
sample points, m = 5 and p = 8 channels, MATLAB
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Fig. 5: Computational times comparison for mvDEG against

classical mvDE, for different data lengths.

encountered an overflow RAM error. This limitation is prob-

lematic in scenarios requiring the analysis of high-dimensional

data or multiple channels. In contrast, mvDEG showcased

computational efficiency under analogous conditions. It suc-

cessfully processed data without encountering the memory

constraints that impeded the classical method. As depicted in

Fig. 5, mvDEG consistently outperformed mvDE in terms of

computational time, especially in datasets with a larger number

of sample points and channels.

The classical mvDE method computes (N −m + 1)
(
mp
m

)

dispersion patterns. This combinatorial approach, while mak-

ing mvDE robust to very short data sequences by generating

a multitude of patterns even from a limited time series, also

introduces a computational complexity. The quantity of such

dispersion patterns highlights the exponential growth in the

number with increasing m and p, leading to increases in both

computational time and resource usage.

The superior performance of mvDEG is primarily attributed

to its algorithmic design. The computational requirement of

mvDEG is significantly lower, as it is limited to processing

at most (N −m)p dispersion patterns and also the algorithm

optimizes the computation of Np × Np matrix powers. This

difference in computational requirements underscores the ad-

vanced algorithmic design of mvDEG, making it a preferable

choice for applications involving large-scale multivariate time

series analysis even if the results are similar. For instance, in

a dataset with N = 2000, p = 8, and m = 5, the classical

mvDE method needs to compute approximately 1.3 × 109

dispersion patterns. In contrast, mvDEG requires only about

1.6 × 103 patterns, demonstrating a substantial reduction in

computational complexity.

This efficiency, combined with its robustness for short time

series, positions mvDEG as a superior tool in time series

analysis.

VI. REAL-WORLD APPLICATIONS

This section demonstrates the application of mvDEG to

meteorological data and industrial two-phase flow systems.

The complex nature of weather data [16] and the dynamic
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Fig. 6: Geographical distribution of Brittany ground station,

with selected cities highlighted for detailed analysis.
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Fig. 7: Representative time series for wind velocity, tempera-

ture, and rainfall recorded at the Brittany stations over a 30-day

period, as identified in Fig. 6.

characteristics of industrial flows [29] provide ideal test to

showcase the efficacy and adaptability of mvDEG.

A. Weather Data on Ground Station Graphs

1) Data Description: We analysed temperature data from

Brittany ground stations (January 2014), provided by the

French national meteorological service [17]. A graph was con-

structed where vertices represent stations, and edges’ weights

are based on the Gaussian kernel of the Euclidean distances

between stations. This setup allows for a detailed examination

of spatial interactions and temperature variability across the

region. The weighting formula between two vertices i and j
is as follows:

Aij =

{

exp
(

−d(i,j)2

2σ2

1

)

if d(i, j) ≤ σ2

0 otherwise.
(2)

where d(i, j) denotes the Euclidean distance between stations

i and j, with parameters σ2
1 = 5.18 and σ2 = 105, as per [17].

Fig. 6 depicts Brittany’s map with sensor locations as black

nodes. The edges are computed using Eq. 2. Three cities

(vertices) are marked in different colours (red, green, and

blue), and their corresponding time series for wind velocity,

temperature, and rainfall are shown in Fig. 7. Each time series

consists of 744 samples, representing hourly data for 31 days.
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Fig. 8: Entropy of meteorological parameters: wind speed,

maximum wind speed, temperature, and rainfall.

The entropy values for mvDEG were computed using the

distance graph for m = 4, c = 6, and the results are presented

in Fig. 8.

2) Results and Discussion: The entropy analysis distinctly

identifies patterns in meteorological data. Rainfall data (pur-

ple) consistently show low entropy values across scales, akin

to the characteristics of 1/f noise, indicating a consistent,

but low, level of complexity. In comparison, temperature

data (blue) display slightly higher, yet stable entropy values,

pointing to a different pattern of complexity. Wind data (mean

and max wind speed) demonstrate the greatest complexity,

with a decrease at lower scales.

mvDEG effectively captures the varying characteristics of

meteorological elements, especially the complex and fluctuat-

ing patterns of wind [23]. Influenced by factors like local ter-

rain and atmospheric conditions, wind patterns pose significant

challenges for accurate prediction and modelling. In contrast,

temperature changes tend to be more predictable, following

daily and seasonal cycles. Rainfall, subject to variability,

generally follows recognizable weather patterns, showing less

sudden changes compared to the more unpredictable nature of

wind.

The entropy analysis distinctly differentiates meteorological

elements, with higher entropy in wind data emphasizing the

challenges in its prediction and modelling – a critical factor

for industries reliant on accurate wind forecasts. In contrast,

the more stable and lower entropy patterns in rainfall data

underscore mvDEG’s capacity to effectively delineate the

varied complexities of meteorological phenomena.

3) Comparison with other state-of-the-art methods: De-

spite the relatively small size of our dataset, consisting of

data from 37 cities each with 744 samples, the computational

demand of the classical mvDE is substantial. Specifically, it

requires the processing of approximately 3.4× 1011 patterns.

This high computational load, largely due to each city being

treated as a separate channel, renders the classical mvDE
impractical for execution on standard personal computers

because it leads to memory errors. . In contrast, our mvDEG

method drastically reduces this requirement to only about

2.7× 104 patterns. This significant decrease in computational



7

complexity not only makes mvDEG feasible for processing

large datasets on typical computing setups but also extends its

applicability to a broader range of real-world scenarios.

Due to the impracticality of applying classical mvDE to

our dataset, we resorted to using the univariate version of

the Multiscale Dispersion Entropy and Sample Entropy for

analysing the weather data. We use Sample Entropy due to its

widespread application in data analysis [21]. This approach

limits our analysis to the temporal information of each sensor,

disregarding the spatial relationships between them. The mean

entropy results from both methods are presented in Fig. 9.

While these methods are effective in detecting the dynamics

and yield lower entropy values for rainfall data, they fail to dis-

tinguish the complex dynamics between temperature and wind

data. Additionally, Sample Entropy becomes undefined [4] for

scale factors > 6.
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Fig. 9: Comparison of entropy analysis of weather data with

state-of-the-art methods: (a) Dispersion Entropy [27], (b) Sam-

ple Entropy [4].

B. Two-phase Flow Data

1) Data Description: We analyse data from two-phase flow

experiments conducted with Electrical Resistance Tomography

(ERT), a technique that leverages the varying conductivities of

mediums to reconstruct the conductivity distribution within

a pipe. This is achieved by measuring boundary voltages

between electrodes, with a constant electrical current of 50

kHz serving as the excitation signal and a data acquisition rate

of 120 frames per second [29], [30]. The 16−electrode ERT

setup captures 16× 13 = 208 voltage data points. To manage

the redundancy in these measurements, feature vectors VRi

are extracted from each electrode, reducing the dimensionality

of the data. This process involves averaging the voltage

measurements relative to a baseline condition (when the pipe is

full of water), calculated as VRi =
1
13

∑13
j=1(Vij −Vij0 )/Vij0 ,

where Vij is the measured voltage value and Vij0 is the

baseline voltage for electrode i [30]. In the experiments, gas

and water were mixed at velocities ranging from 0.4m/s

to 2.9m/s for water and 0.06m/s to 5.64m/s for gas. This

produced diverse flow patterns, which includes 105 distinct

experiments conducted under various gas and water flow rates,

each generated around 1400 time samples.

Two-phase flow experiments usually require data dimen-

sionality reduction for computational analysis, often by av-

eraging feature vectors VRi from a 16-electrode ERT system

into four aggregated time series, as per [30]. In contrast,
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Fig. 10: Entropy values for the two-phase flow data.

mvDEG processes the entire dataset directly, eliminating the

need for initial data reduction. This capability allows mvDEG

to efficiently handle the full dataset, including raw, unfiltered

data, demonstrating its robustness against noise.

2) Results and Discussion: For our analysis, we applied the

mvDEG technique, selecting m = 4 and c = 6. This choice

of the graph was based on the fact that each VRi represents an

unweighted average of nodes, suggesting the use of a complete

graph as the underlying structure. We found consistent results

across various underlying graphs derived from the data, as well

as with different m and c values, and even when analysing

cleaned data. The entropy values obtained for the six flow

patterns were plotted against the scale factor in Fig. 10.

A key element of our mvDEG analysis is assessing entropy

variations across scales, offering vital insights into the dynam-

ics of each flow pattern. For example, the consistent entropy

profile in the bubbly flow regime suggests uniform complexity

and predictability, while the entropy shifts in slug and annular

flows reflect changes in system complexity and dynamics at

various scales. These fluctuations are linked to alterations

in flow structure and phase interactions with changing scale

factors.

Bubbly Flow: The bubbly flow regime is marked by the

lowest entropy values, indicative of a structured and pre-

dictable system. This pattern results from small bubbles’

limited impact on selected electrodes, intensified by gravity’s

tendency to concentrate bubbles at the top of the electrode

array. Therefore, the sensors exhibit regular readings, leading

to lower entropy values [30]. As the scale factor increases, the

influence of these bubbles becomes more noticeable, causing

slight entropy variations. Our mvDEG method effectively

captures this nuanced impact, especially in electrodes more

directly exposed to the gas phase. The overall flattened entropy

profile across scales in this regime reflects its stable and

predictable nature.

Stratified Flow: Stratified flow is characterized by a low

and stable entropy profile, indicative of a system with reduced

complexity. This flow regime, marked by a clear separation

between the gas and liquid phases, exhibits minimal fluctua-

tions across all 16 electrodes. The mvDEG method’s ability

to delineate between closely related flow patterns, particularly

stratified and bubbly flows, is evident in lower scales where
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traditional methods might falter [30]. This capability to sep-

arate stratified flow from other flow patterns, even at lower

scales, highlights the robustness and precision of the mvDEG

method in analysing complex two-phase flow dynamics.

Slug Flow: Slug flow displays distinctive entropy val-

ues, with higher values at lower scales, indicative of the

pronounced influence of large gas bubbles. This complexity

is most evident in the initial scales, as the large bubbles’

dynamics generate unique patterns. As shown in Fig. 10,

a decreasing trend in entropy values emerges beyond scale

factor 10, reflecting a change in flow complexity across scales.

mvDEG adeptly differentiates slug flow from other flow

regimes, particularly at lower scales, underscoring its capacity

to capture the intricate dynamics unique to this type of flow.

The entropy profile, with its initial rise and subsequent fall,

mirrors the varying influence of large gas bubbles within slug

flow, revealing their significant impact on the flow’s overall

complexity.

Plug Flow: In contrast to slug flow, plug flow exhibits

lower entropy values, particularly at smaller scales. This is

attributed to the complex dynamics of smaller bubbles, which

produce more variation and an increase in entropy values

as the scale factor increases. However, a notable transition

occurs around scale factor 10, where the entropy values for

plug flow diverge significantly from those of slug flow. This

divergence is indicative of the transition from plug to slug flow,

characterized by the coalescence of smaller bubbles into larger

ones. The transition from plug flow to slug flow is distinct from

bubbly flow across all scales considered. With increasing gas

velocity, a complexity transition is observed at larger scales,

and the transition scale tends to shift towards lower scales.

This shift, as depicted in Fig. 10, suggests that scale 10 is

particularly sensitive to the transition from plug flow to slug

flow, as also supported by similar findings in the literature

(see [30]).

Churn Flow: Churn flow, occupying an intermediate po-

sition between slug and annular flows, is indicative of the

system’s increasing complexity. This flow regime is charac-

terized by entropy values that surpass those of slug flow

but remain below the peaks of annular flow, embodying a

transitional state with elements of both adjacent patterns. [28]

considered churn flow as a developing slug flow, while [19]

described it as intermediate between slug and annular flows.

This characterization aligns with our entropy analysis, where

churn flow’s entropy values are consistently higher than slug

flow but lower than annular flow across all scale factors. The

churn regime, known for its chaotic nature and complexity [3],

is accurately reflected in the high entropy values obtained

from our analysis. This phase serves as a critical indicator

of the system’s transition towards the more chaotic nature

characteristic of annular flow.

Annular Flow: Annular flow is characterized by the highest

entropy values, indicative of its complex and turbulent nature.

This regime involves a rapidly moving gas core surrounded

by a liquid film with embedded gas bubbles and droplets,

contributing to its high complexity [29]. In horizontal annular

flow, gravity causes an uneven liquid film distribution, creating

surface waves. These waves, disrupted by gas shear forces,

produce droplets in the gas core, adding to the regime’s intri-

cacy [30]. mvDEG effectively captures the dynamic interplay

between these elements, highlighting the chaotic characteris-

tics of annular flow. The entropy values initially rise and then

stabilize at higher scales, reflecting a transition from variable

to more consistent complexity within this regime.

Our mvDEG analysis captures the unique entropy profiles

for each flow pattern in two-phase flow, providing insights into

the underlying dynamics. The method’s sensitivity to nuanced

dynamics is evident in the clear separation of entropy values

for each regime, particularly at lower scales. Additionally,

mvDEG allows us to utilize the total information from all

16 electrodes without the need to reduce them to a smaller set

of vertices, thus preserving the richness of the data. This capa-

bility contrasts with the mvDE approach, where attempting to

use all 16 electrodes would lead to significant computational

difficulties. Indeed, even with only 8 channels and a similar

size of the sample of two-phase flow data, the state-of-the-art

methods, as detailed in Sec. V, have been observed to produce

out-of-memory errors due to their computational demands. In

this way, mvDEG not only offers more detailed insights but

also ensures computational feasibility when handling extensive

sensor data.

VII. CONCLUSION

This paper presented the Multivariate Multiscale Graph-

based Dispersion Entropy (mvDEG), a new method for

analysing multivariate time series on graphs and networks.

mvDEG uniquely combines temporal dynamics with topolog-

ical structure, enhancing analysis beyond traditional entropy

methods.

mvDEG has proven effective in differentiating complex

patterns in multivariate time series, excelling particularly with

short series where conventional methods falter. Its application

to real-world datasets, including weather and two-phase flow

data, highlights its versatility and robustness in practical

scenarios.

A key innovation of mvDEG is its computational efficiency,

a significant leap forward from existing methods. By utilizing

matrix properties and the Kronecker product, mvDEG tran-

sitions computational time growth from the exponential rates

typical of classical methods to a linear growth with respect to

the number of vertices or nodes, making it apt for extensive

and real-time analyses.

In summary, mvDEG stands as a powerful tool in multivari-

ate time series analysis, adept at unraveling complex spatial-

temporal interplays in various fields.
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