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A NOVEL CENTRAL COMPACT FINITE-DIFFERENCE SCHEME FOR THIRD
DERIVATIVES WITH HIGH SPECTRAL RESOLUTION

LAVANYA V SALIAN f, SAMALA RATHANT, AND DEBOJYOTI GHOSH?

ABSTRACT. In this paper, we introduce a novel category of central compact schemes inspired by existing
cell-node and cell-centered compact finite difference schemes, that offer a superior spectral resolution for
solving the dispersive wave equation. In our approach, we leverage both the function values at the cell nodes
and cell centers to calculate third-order spatial derivatives at the cell nodes. To compute spatial derivatives
at the cell centers, we employ a technique that involves half-shifting the indices within the formula initially
designed for the cell-nodes. In contrast to the conventional compact interpolation scheme, our proposed
method effectively sidesteps the introduction of transfer errors. We employ the Taylor-series expansion-
based method to calculate the finite difference coefficients. By conducting systematic Fourier analysis and
numerical tests, we note that the methods exhibit exceptional characteristics such as high order, superior
resolution, and low dissipation. Computational findings further illustrate the effectiveness of high-order
compact schemes, particularly in addressing problems with a third derivative term.

AMS Classification: 656M06, 65M12.

Keywords: High-order compact scheme, high resolution, direct numerical simulation, KdV equation, Disper-
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1. INTRODUCTION

In this paper, we propose a new central compact scheme with enhanced spectral resolution to approximate
the third-order derivative term that evolves the nonlinear, possibly prototypical, dispersion equation of the
form

(1.1)

where g(u) and f(u) are arbitrary nonlinear functions that may be smooth. The Korteweg—de Vries (KdV)
equation is nonlinear dispersive partial differential equation (PDE) that represents several physical phenom-
ena. Examples include the shallow water waves and plasma ion acoustic waves [I] and long-distance prop-
agation in optical fibers [2]. The KdV equation governs weakly—nonlinear long waves and is a fundamental
nonlinear evolution equation of the form

(1.2) Up + auly 4+ Uger =0,  (2,t) € 2 % (0,77,

ur + g(u)y + f(Waew =0, (x,t) € 2% (0,7,
u(z,0) = uo(),

where u is a function of (x,t), and u,,, is the linear dispersion term. Solitary waves are localized traveling
waves characterized by a consistent speed and shape that gradually diminish to zero amplitude at a significant
distance [3]. The pioneering investigations by Zabusky and Kruskal [4] reveal interesting characteristics of
solitary waves and their involvement in nonlinear interactions. These lead to the emergence of waves that
preserve both their original shape and amplitude. Such unique solitary waves are commonly referred to as
solitons. The KdV equation elegantly captures the dynamics of waves in nonlinear, dispersive media with
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applications in multiple fields. These include semiconductor device simulations [5], aeroacoustics [6, [7], elec-
tromagnetic simulations [§], and tectonic dynamics [9]. Challenges arise in “convection-dominated” scenarios
categorized, where third derivative terms may have small or even zero coefficients. Stable, efficient, and high-
order numerical methods for such applications remain a persistent challenge. Notably, in applications like
aeroacoustics and electromagnetism, researchers have employed high-order compact finite difference schemes
to minimize error accumulation for accurate simulations of wave propagation over extended periods [10] 111 [7].

The significance of the dispersive KdV equation and its applications has led to a variety of analytical and
numerical methods. These approaches include the differential quadrature method [I2], the inverse scattering
technique [I3], and the variational iteration method (VIM) employed by Wazwaz [14] to address problems
related to the Burgers, cubic Boussinesq, KdV, and K(2,2) equations. Additionally, the local discontinuous
Galerkin method [15], the adaptive mesh refinement (AMR)-based line method [I6], and high-order compact
schemes with high-order low-pass filters [I1] have been successfully applied. Solutions to the dispersive wave
equation share similarities with those of hyperbolic conservation laws, such as the potential existence
of sharp fronts and the finite wave propagation speeds, Ahmat and Qiu [I7] applied a fifth—order weighted
essentially non—oscillatory (WENQ) scheme utilizing polynomial bases. An alternative approach by Lavanya
and Rathan [I8] involves exponential basis WENO reconstruction, incorporating a tension parameter that
can be adjusted according to the given data.

High-order finite difference (FD) methods can be divided into explicit and compact or Padé-type schemes.
Explicit schemes compute numerical derivatives directly at grid points using stencils whose size typically
increases with the order of accuracy. On the other hand, compact schemes use smaller stencils but solve
linear systems of equations to determine derivatives along grid lines. Although compact schemes are more
accurate than explicit schemes of the same order, they come with the added complexity inverting a scalar
tridiagonal or pentadiagonal matrix. Lele’s seminal work [10] influenced the field of compact schemes, focusing
on derivatives, interpolation, and filtering. Systematic Fourier analysis reveals the spectral-like resolution of
Lele’s compact schemes, particularly for short waves, surpassing the resolution of cell node compact schemes.
Staggered compact schemes developed by Nagarajan et al. [19] and Boersma [20] exhibit robustness in
numerical tests. Despite the perceived advantage of a lower aliasing error in staggered compact schemes,
challenges arise due to the inclusion of cell-centered values, necessitating interpolation from grid nodes (cell
boundaries) as articulated by Lele [10]. To mitigate the transfer error introduced by the interpolation, Zhang
et al. [2I] devised a shock—capturing weighted compact scheme using a weighted interpolation method based
on the WENO idea [22] 23]. Many enhanced versions of the WENO schemes [24], [25], [26], 27, 28] 29] [30} 3T, [32]
33, 34, [35], 361, 37, B8] and nonlinear compact schemes [39, 40}, 4T, [42], 43, [44), [45], [46, [47, [48, 49], (50l (51 52, 53,
54, 55, [56] have been reported in the literature. Liu et al.’s [57] approach for first derivatives combines cell-
centered and cell node values on the right-hand side of the compact scheme, enhancing accuracy, order, and
wave resolution properties without additional computation cost, albeit with increased memory requirements.
Leveraging prior work, Wang et al. [58] innovatively broadened the application of weighted summation to
incorporate second-order spatial derivatives within the acoustic wave equation. Their approach ingeniously
equates these summations, calculated both on cell nodes and centers, enabling Taylor series expansion and
optimization-based methods.

In this paper, a novel central compact scheme with an enhanced spectral resolution for the dispersive wave
equation is developed by extending the concepts from existing cell-node [I0] and cell-centered compact finite
difference schemes. In this approach, we utilize function values at both the cell-nodes and cell-centers to
calculate third-order spatial derivatives at the cell-nodes. Furthermore, the cell-centered values are treated
as independent variables and are evolved with the cell-node values. Spatial derivatives at the cell-centers are
determined by “half-shifting” the formula initially devised for the cell-nodes. While this method increases
the memory required, there is no corresponding increase in computational cost. This is because the compact
interpolation used for calculating values on the half-grid is substituted with a compact formula for com-
puting spatial derivatives (and the updating the residual) at these half-grid points; both incur comparable
computational costs. In comparison to the traditional compact interpolation method, this proposed approach
effectively eliminates the introduction of transfer errors. The finite difference coefficients are computed using
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either truncation error-based or least-squares-based methods optimized for superior spectral properties. The
third derivative central compact scheme (TDCCS) is shown to have superior spectral properties as compared
to the third derivative cell node compact scheme (TDCNCS) and third derivative cell centered compact
scheme (TDCCCS) of the same order (or even higher). Numerical experiments are conducted and compared
with the TDCNCS.

The structure of this paper is outlined as follows: Section [2| initiates with a review of third derivative
cell-node and cell-centered compact finite difference (FD) schemes. In Section [3] we present the derivation
of the new scheme, providing detailed insights into the approaches for determining the FD coefficients. In
Section [ a Fourier analysis is conducted to systematically evaluate the wave resolution of the proposed
schemes. Section [5] briefly introduces the high-order central explicit filtering scheme employed to mitigate
numerical oscillations. Section[f]presents time integration and linear stability analysis. In Section[7} numerical
examples are presented to validate the advantages of the proposed method. Lastly, Section [8| provides
concluding remarks.

2. CELL-NODE AND CELL-CENTERED COMPACT SCHEMES

We begin by examining Lele’s cell-node compact scheme, initially designed to achieve accuracy up to sixth-
order in approximating the third derivative. In this section, we expand upon Lele’s work in two aspects. First,
we enhance the cell-node compact scheme, achieving an improved tenth-order accuracy. Secondly, we extend
it to the cell-centered compact scheme with an accuracy of up to tenth-order.

We consider numerical approximations to the 1D prototypical dispersion equations of the form

du | dg(u) O f(u)

(2.1) ot + Ox Ox3

=0.

The framework for describing a semidiscrete finite difference is given by

du;
(2.2) dT] =—g;— fi".
3
Here, g and f" represent approximations to the spatial derivatives 8%(;) and 2 6);; (W at the grid node x; re-

spectively. The computational domain is discretized uniformly into N points: 1, %2, ..., -1, %, Tj41, ..., TN-
The mesh size is denoted as h = Az = x;41 — ;. Figure [I]illustrates the stencil of cell nodes and the cell
centers. For the computation of the first derivatives g}, the cell node compact scheme introduced by Lele
[10] and the central compact scheme proposed by Liu et al. [57] are referenced. The linear cell-node compact

j—3 j—2 j—1 j j+1 j+2 j+3
FIGURE 1. The stencil of cell-center and cell-node compact schemes. The cell nodes and cell-centers are denoted

by the red circles and blue circles, respectively.

scheme with up to sixth-order accuracy [10] is given by
(2.3)

BfiTo+afi’y + f"+afily +Bflls=

G2 = 2fiei £ 2050 = fio . plivs =3fiv1 +3fi-1— fi-s
2h3 8h3 '
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We have extended the expression ([2.3)) to achieve up to tenth-order accuracy, denoted as the third derivative
cell-node compact scheme (TDCNCS). The general form is given by

(2.4)

o —2f. 2f o — f. e — 3. 3f 1 — f._
BFa b afity I+ afliy+ Bfly = ot 2t Bl S iy fiva =Sl A Bl = i

2h3 8h3
n oJira = A t4fio1 = fi-a
20h3
The third derivative cell-centered compact scheme (TDCCCS) is given by

(2.5)

Fivg =8Fhes 355 —Fig  fivg —8f s +050 — fis

Nl

sl B g B = - o 5
ij+% iy vy — S
14h3

TABLE 1. The coefficients of TDCNCS schemes.

Scheme a b c o 15} Order
TDCNCS-E2 1 0 0 0 0 2
TDCNCS-E4 2 -1 0 0 0 4
169 12 7
TDCNCS-E6 &0 - 13 0 0 6
TDCNCS-T4 2 0 0 i 0 4
TDCNCS-T6 2 -3 0 = 0 6
2367 167 1 205
TDCNCS-TS8 1180 — 1180 536 1 0 8
40 4 1
TDCNCS-P6 51 0 0 3 126 6
160 5 147 1
TDCNCS-PS 3 T 0 339 — 166 8
18221 1846 5 799 557
TDCNCS-P10 =75 — 313 %5 3739 -8 10
TABLE 2. The coefficients of TDCCCS schemes.
Scheme a b c «@ I5) Order
TDCCCS-E2 1 0 0 0 0 2
TDCCCS-E4 3 -3 0 0 0 4
1299 499 259
TDCCCS-E6 G0 — 351 560 0 0 6
TDCCCS-T4 2 0 0 3 0 4
205 35 37
TDCCCS-T6 166 56 0 166 0 6
1058279 96627 24787 3229
TDCCCS-T8 975200 195040 T 487600 12190 0 8
320 134 7
TDCCCS-P6 533 0 0 599 — 1398 6
49720 91400 28838 3541
TDCCCS-P8 79903 79903 0 79903 159806 8
TDCCCS-P10 55463611 677644345 6301771 93443398 15505921 10

150617762 451853286 225926643 225926643 451853286




Central compact schemes for third derivatives 5

The left-hand sides of both equations and involve spatial derivatives f;” computed at the
grid nodes. While the right-hand side of equation (2.4) relies solely on function values f;” at the grid
node z;, equation incorporates function values fj+% at the center Ti1 = %(IJ + xj41) within each
interval « € [z;,2;41]. The accuracy of these schemes is contingent upon specific choices for the coefficients
(o, B, a, b, c). By matching terms in the Taylor series expansion around the point z;, we can derive conditions
for achieving different orders of accuracy. Tables and explicitly lists the coeflicients for the TDCNCS
and TDCCCS schemes, respectively. By restricting the parameter « = 8 = 0, we obtain a family of explicit
schemes. Further, upon setting o # 0 and 5 = 0 yields tridiagonal schemes. The combination of a # 0
and 8 # 0 produces pentadiagonal schemes. These three distinct categories are referred to as TDCNCS-E,
TDCNCS-T, and TDCNCS-P, respectively. Their formal order of accuracy is appended to their names for
convenient identification. The truncation error for eighth-order accuracy is expressed as @ f;n) (x)h®+O(h10),
where @Q is 3.12192 x 10~° for equation and 6.57252 x 1072 for equation .

Fourier analysis serves as an effective means for evaluating the accuracy and resolution characteristics of a
FD schemes. The modified wavenumbers associated with the third-order spatial derivative for equation

and ([2.5)) are

a[2sin(w) — sin(2w)] + 2[3sin(w) — sin(3w)] + 15[4sin(w) — sin(4w)]

2.6 T =
( ) WTDCNCS 1+ 2« cos(w) —+ Qﬂ COS(2LO) ’
(2.7) e 2al3sin(5) —sin()] + F5sin(s) — sin(5)] + [7sin(g) — sin()]

1+ 2acos(w) + 28 cos(2w)

Here, the parameter w = kh represents the scaled wavenumber, and w'” signifies the scaled modified wavenum-
ber. Exact difference approximation occurs when the scaled wavenumber w and the scaled modified wavenum-

ber w”’ coincide, as represented by the equation w = w'”’.
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FIGURE 2. Plot of modified wavenumber versus wavenumber for (a) TDCNCS, (b) TDCCCS
and (¢) TDCCCS-CI : (i) E2; (ii) E4; (iii) E6; (iv) T4; (v) T6; (vi) T8; (vii) P6; (viii) P8;
(ix) P10. The tenth-order pentadiagonal scheme is adopted for the compact interpolation in
TDCCCS-CI.

Figure [2] illustrates the plot of modified wavenumber versus wavenumber, representing the resolution
properties for various schemes: (a) TDCNCS, (b) TDCCCS. The schemes include (i) second-order explicit
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scheme (E2), (ii) fourth-order explicit scheme (E4), (iii) sixth-order explicit scheme (E6), (iv) fourth-order
tridiagonal scheme (T4), (v) sixth-order tridiagonal scheme (T6), (vi) eighth-order tridiagonal scheme (T8),
(vii) sixth-order pentadiagonal scheme (P6), (viii) eighth-order pentadiagonal scheme (P8), and (ix) tenth-
order pentadiagonal scheme (P10). Notably, for a same operator length, TDCCCS exhibits significantly
enhanced resolution compared to TDCNCS. However, the implementation of TDCCCS requires the estimation
of function values at the cell centers. The high-order compact interpolation (CI) scheme represents the most
straightforward method to perform this estimation,

(2.8) ﬂf‘fg +04f'7% + fj+% +Offj+g +ﬂfj+% =a

(fi1+ f5) b(fj+2 + fi-1) n C(fj+3 + fj—2)
2 2 2 ’

where fj +1 represent the interpolated values at the midpoints (j + %) The transfer function corresponding

tois

(2.9) ch(w)

_|_

acos(%) + beos(32) + ccos(22)

1+ 2acos(w) + 28 cos(2w)

The coefficients in can be determined by matching the truncated expansion (TE) coefficients corre-
sponding to different orders of accuracy, which are listed in Table . We use the notation TDCCCS-CI to
represent TDCCCS combined with the CI scheme. To achieve greater precision in the interpolated function
values at the midpoints, a larger interpolation stencil is required, leading to an increased computational cost.
In this study, we employ the tenth-order penta-diagonal CI scheme to calculate function values at the cell-
centers within the framework of TDCCCS-CI. Figure [2{¢) illustrates the dispersion relations of TDCCCS-CI
for various accuracy levels. When compared to Figurb), it becomes evident that the use of CI results in
a noticeable reduction in resolution for the TDCCCS, as it introduces transfer errors.

TABLE 3. The coefficients of the transfer function.

Scheme a b c « I} Order
CI-E2 1 0 0 0 0 2
CI-E4 g -1 0 0 0 4
CI-E6 5 -2 == 0 0 6
CI-T4 2 0 0 3 0 4
CI-T6 3 = 0 3 0 6
CI-T8 % = LT 2 0 8
CI-P6 & 0 0 2 - 6
CI-P8 g = 0 2 75 8
CI-P10 s < = 3 o5 10

3. A NEW CLASS OF CENTRAL COMPACT SCHEMES

This section introduces the methodology for designing third derivative central compact schemes (TDCCS).
The stencil in the cell-centered compact schemes, as defined by equation , includes both grid points and
half-grid points, denoted as {j — 2,7 — 2,7 —3,j—1,j — %,j,j + %,j +1,5+ %,j +2,5+ 2} However, only
the values corresponding to the cell centers, specifically {j — §,j 2,j 2,j + 2,j + 2,j + 2 } are utilized
in computing derivatives at the cell nodes {j — 2,5 — 1, J, j +1,5 —i— 2}. Employlng both the Values at the cell
nodes {j —2,j—1,7,j 41,5 +2} and the cell centers {j — 2,7 —3,j—3,j+ 3,7+ 35,j+ 5} could potentially
result in a compact scheme with increased order accuracy and improved resolution [57, [58]. Inspired by this
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concept, we propose a new category of third derivative central compact schemes (TDCCS) represented by
the following formula:

Afjr1 = 8f 41 +8f_1 —4fj

5fg/‘/i2 + o gl'li1 ‘|‘fjl'//+0<fg/‘qr1 —&-ij/»’er =a

B3
(3.1) n b8fj+g —12fj1 +12f51 = 8f; s
5h3
N 8fjrs —20fj41+20f;-1 —8f; s
¢ 35h3 ’

Note that in equation , we must initially compute the function values at the cell-centers. These val-
ues at the cell-centers can be determined using the high-order CI method, as described in equation .
Nevertheless, as previously discussed in the preceding section, employing the high-order CI approach may
introduce transfer errors that undermine the precision of TDCCS. To ensure the accuracy of the cell-center
values, the values at the cell centers are stored as independent computational variables, and the identical
scheme is employed to compute updating values on cell nodes. This involves a straightforward approach by
shifting the indices in equation by %

4f]’+% - 8fj + 8fj71 - 4fj—%
h3

" " " " "
6fj_% +Otfj_% +fj_% +Olfj+% +ﬂfj+% =a

(32) + b8fj+1 - 12f]+% +12f]_% - 8fj_2
5h3

" C8fj+2 —20f;41 +20f;_5 — 8fj—3.
35h3

It is important to observe that this modification results in a higher memory demand for storing function
values at cell centers. However, there is no corresponding increase in computational cost, as the compact
interpolation is substituted with the comparable-cost compact updating . Both equations (3.1])
and , for the same accuracy order, utilize an identical set of coefficients. These coefficients, denoted
by a,,a,b and ¢ can be determined through two approaches: either by matching the TE coefficients for
different accuracy levels, or by optimizing a misfit function. Equation was chosen through analysis
and comparison with alternative combinations outlined in the Appendix [A] Among the four combinations
considered, section [4| demonstrates that equation offers superior spectral resolutions.

3.1. Determining FD Coefficients Based on TE:. To derive the relationships among the coefficients
a,b,c,a, and B in equation , we match the Taylor series coefficients of different orders. Solving the
resulting set of linear equations yields schemes ranging from second to tenth orders. The relationships for
different orders are presented as follows:

Second order:

(3.3) 1+2a+28=a+b+c

Fourth order:

13b  29c
4 92p =2 L 20 2
(3.4) a+2°8 16+80+80

Sixth order:
13a 930 2451c

. 243 — == 4 7
(3.5) “+20= 160" 160 T 1120

Eighth order:

205a 40696  30025¢

3.6 263 =
(3.6) @+ 26 =268 T 2688 T o688
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Tenth order:
671a n 369916 n 534991c¢
7680 7680 7680

By solving equations (3.3)(3.7), we can determine the coefficients for TDCCS. When the schemes are con-
strained to o = = 0, they yield an explicit family of TDCCS. Conversely, if the schemes are limited to
a # 0, various tridiagonal TDCCS are derived. Moreover, when both a # 0 and § # 0, the result is a fam-
ily of pentadiagonal TDCCS. We label these three distinct types of schemes as TDCCS-E, TDCCS-T, and
TDCCS-P, respectively. For ease of identification and unambiguous referencing, the formal order of accuracy
of each scheme type is appended to its respective acronym. Table presents the coefficients for TDCCS.
The CCS-T6 and CCS-T8 schemes strike a remarkable balance between resolution, accuracy, and efficiency.
They achieve sixth- and eighth-order accuracy, respectively, while maintaining a tridiagonal matrix structure,
leading to significant computational savings compared to pentadiagonal schemes with equivalent accuracy.
For the later numerical analysis, we are considering eighth-order TDCCS. The truncation error for eighth-
order accuracy TDCCS is given by 2.1882 x 1076f;11)(:r)h8 + O(h19). Note that the magnitude of the
leading error term in the TDCCS scheme is an order of magnitude lower than the corresponding TDCNCS
scheme of the same order. We denote TDCCS with the truncated expansion coefficients as TDCCS-TE.

(3.7) a+ 286 =

TABLE 4. The coefficients of TDCCS schemes.

Scheme a b (¢ o B Order
TDCCS-E4 i3 -3 0 0 4
TDCCS-E6 361 —129 o 0 0 6
TDCCS-T4 : 0 v 0 4
TDCCS-T6 5 -5 -1 0 6
TDCCS-T8 24130 — s 38210 3580 0 8
TDCCS-P6 32 0 0 ot — 73 6
TDCCS-P8 oo — S0 0 — 55550 ~ 775508 8
TDCCS-P10 Iggggégi — %ggggggi 349628741463052 — 159860335181041 3972477146702 10

3.2. Determining FD Coefficients Based on the optimization: Optimization techniques play a crucial
role in estimating FD coefficients, effectively mitigating numerical dispersion. Studies have shown that sac-
rificing the formal order of accuracy through optimized compact schemes can yield surprisingly better wave
propagation performance [59], allowing the scheme to operate effectively over a wider band of wavenumbers.
L?—norm-based objective functions are commonly employed for assessing differences, owing to their compat-
ibility with least square (LS) methods [60} [59]. We formulate the misfit function by minimizing the weighted
deviation between the scaled true wavenumber w3 and the scaled modified wavenumber w’” across a specified
wavenumber range given in Eqn. . Subsequently, we employ the LS approach to solve the objective
function, ensuring efficient optimization.

(3.8) E(a,b,c,a, 8) = /W (" — )P ()
0

where E is the integral error over the effective wavenumber, W(w) is the weighting function, and r is a scalar
to control the effective wavenumber range 0 < r < 1 because the value range of w is [0,7]. The choice
of the weighting function is crucial to ensure the analytical integrability [60] of the equation while
simultaneously enhancing or diminishing specific wavenumber ranges. The employed weighting function
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W (w) is [1 + 2acos(w) + 2B cos(2w)]?. In this work, we opt for » = 1 to establish the finite difference
coeflicients.

(3.9
min E— /”’ 2a[8sin(%) — 4sin(w)] + 2gb[12 sin(w) — 8sin(22)] + 2¢[20sin(w) — 8sin(%2)] i 2W(w)dw.
a,b,c,a,8 0 1+ 2 cos(w) + 28 cos(2w)

The LS method solves the optimization problem by setting the derivatives of the misfit function for the
unknown parameters to zero and then solving the resulting linear algebraic system:

e Fourth-order tri-diagonal TDCCS

=0
a )
1+2a+26=a+b+¢,b=0,c=0,5=0.
e Sixth-order tri-diagonal TDCCS
OE _ 0E _
90 =05 =0,
1+2a+26=a+b+c,c=0,6=0.
e Eighth-order tri-diagonal TDCCS
OE _ OE _ o OE _
3a =03 =0,5 =0,
142a+28=a+b+¢,=0.

e Tenth-order penta-diagonal TDCCS
o —0,92 =0,9E =0,

da > 0b ’ Oc
1+2a+28=a+b+c,

2p _ a 13b 29c
Oé+2 ﬁ—ﬁ—‘r@"‘m.

Note that we denote TDCCS with the least squares-based coefficients as TDCCS-LS.

4. FOURIER ANALYSIS OF THE ERRORS

The main incentive behind developing TDCCS schemes is to precisely resolve small scales in multiscale
physical problems. Consequently, Fourier analysis is conducted on these optimal schemes to evaluate their
spectral characteristics. In this section, we investigate the dispersion and dissipation properties of TDCCS
through Fourier analysis. TDCCS, being a central difference, eliminates numerically dissipative errors. The
Fourier transformation, a frequently employed tool in finite difference scheme analysis, is applied to equation
(2.5), and by utilizing Euler’s formula, the modified wavenumber w”’ of TDCCS can be derived. It is:

2a[8sin(%) — 4sin(w)] + 2 [12sin(w) — 8sin(32)] 4+ 2£[20sin(w) — 8sin(5)]
1+ 2acos(w) + 2 cos(2w) ’

(4.1) Wipces =
Here, w represents the scaled wavenumber with w = kh, and w’’ represents the scaled modified wavenumber.

Figure [3] presents plots comparing modified wavenumber versus wavenumber for third derivative ap-
proximations using different methods: (a) the Taylor expansion-based method (TDCCS-TE), (b) the least
square optimization-based method (TDCCS-LS), and (c) the tenth-order pentadiagonal compact interpo-
lation (TDCCS-CI). The schemes encompass various orders and types, including (i) fourth-order explicit
scheme (E4), (ii) sixth-order explicit scheme (E6), (iii) fourth-order tridiagonal scheme (T4), (iv) sixth-order
tridiagonal scheme (T6), (v) eighth-order tridiagonal scheme (T8), (vi) sixth-order pentadiagonal scheme
(P6), (vii) eighth-order pentadiagonal scheme (P8), and (viii) tenth-order pentadiagonal scheme (P10). The
resolutions achieved by TDCCS-TE and TDCCS-LS surpass those of TDCCCS and TDCNCS. The difference
between the modified wavenumber of TDCCS-TE and TDCCS-LS with the exact wavenumber is minimal. In
particular, for pentadiagonal schemes, the wave number of TDCCS cannot be distinguished from the exact
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FIGUuRE 3. Plot of modified wavenumber versus wavenumber for (a) TDCCS-TE, (b)
TDCCS-LS and (¢) TDCCS-CI : (i) E4; (i) E6; (iii) T4; (iv) T6; (v) T8; (vi) P6; (vii)
P8; (viii) P10.

wave number on the graph. The explicit TDCCS-TE and TDCCS-LS even have higher resolution than the
tenth-order pentadiagonal TDCNCS, TDCCCS and TDCCCS-CI. Hence, these schemes exhibit spectral-like
resolution. To compare the difference between TDCCS-TE and TDCCS-LS, we define the relative modified
wavenumber factor as

R W 2a[8sin(%) — 4sin(w)] + Z[12sin(w) — 8sin(22)] + 2¢[20sin(w) — 8sin(32)]
UJ”I = - = .
w3 [1+ 2acos(w) + 20 cos(2w)]|w?
1.035 T T T 10035 i . .
R . PO
= — (i) — — i) / N
1.08 | —-—- (il A 1003 2.2 i / \ 1
Exact / Exact / \\
1.025 ,/ J 1.0025 - | \ J
/ / \\
- / » 1.002f 1
2 102t VAR g / \
5 / g \
& / £1.0015 / \ g
> < / \
g1.015 1 / 1 3 ,
z , s \
3 , g 1001F  / \ 1
3 101t ‘ : 5 ! } /
= 7 = 10005} 1 \\ /-
7 / \ //
1.005 P 1 ; _ — -
_- - | TTT===— /
=T __— - \
1 m ====._ 0.9995 - R P
0.995 . . . 0.999
0 1 2 3 0 1 2 3
Wavenumber Wavenumber
(a) TDCCS-TE (b) TDCCS-LS

FIGURE 4. Variations of the relative modified wavenumber factor R, with wavenumber for
TDCCS with coefficients determined by (a) the TE-based method and (b) the least-square
optimization-based method : (i) T6; (ii) T8; (iii) P10.
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In Figure 4] the changes in the relative modified wavenumber factor, denoted as R, versus wavenumbers
for TDCCS-TE and TDCCS-LS are shown. In comparison to TDCCS-TE, TDCCS-LS notably expands the
range of wavenumbers while maintaining the same order of truncation error. The eighth-order tridiagonal
TDCCS-LS even exhibits comparable accuracy to the tenth-order pentadiagonal TDCCS-TE.

The bandwidth resolving efficiency [10] is a quantitative indicator of spectral resolution. The resolving
efficiency of the FD scheme, with a specified error tolerance, is defined as

_wr

- )

™

where wy is the shortest well-resolved wave component satisfying
w///(w) _ wS

< e
w3 -

and ¢; represents the error tolerance threshold. This threshold remains constant when comparing various
compact FD schemes. Tables and @ present the values of the bandwidth resolving efficiency (e) for
various compact finite difference (FD) schemes, with error tolerances set at ¢, = 0.001 and e = 0.0001,
respectively. Tables and @ highlight that TDCCS exhibits the highest resolving efficiency, effectively
capturing a broader range of wavenumbers under the same error tolerance. Specifically, for ¢, = 0.001, the
resolving efficiency of an eighth-order TDCNCS is 0.5018, while that of TDCCS-TE and TDCCS-LS is 0.7828
and 0.9998, respectively. Similarly, for ¢, = 0.0001, the resolving efficiency of an eighth-order TDCNCS is
0.3855, whereas that of TDCCS-TE and TDCCS-LS is 0.5376 and 0.9998, respectively. Additionally, when
compared to other potential combinations such as TDCCS-TE-1, TDCCS-TE-2, and TDCCS-TE-3, TDCCS-
TE exhibits favorable resolving efficiency. Therefore, we adopt the TDCCS-TE scheme in this paper.

TABLE 5. The shortest well-resolved wave wy and resolving efficiency e of different schemes
with tolerance error ¢; = 0.001.

Schemes/order 4-T 6-T 8-T 10-P
Wf € wf e CLJf (& Wf e

TDCNCS 0.693 0.2205 1.735 0.5523 1.576 0.5018 1.635 0.5205
TDCCCS 0.716 0.2278 1.164 0.3705 1.468 0.4672 1.845 0.5874
TDCCCS-CI 0.715 0.2277 1.162 0.3699 1.445 0.4600 1.682 0.5354
TDCCS-CI 0.722 0.2297 2.037 0.6483 1.769 0.5631 1.748 0.5565
TDCCS-TE 0.722 0.2297 1.386 0.4411 2.459 0.7828 2.998 0.9542
TDCCS-LS 2.795 0.8898 3.141 0.9998 3.141 0.9998 3.141 0.9998
TDCCS-CI-1 0.722 0.2297 2.037 0.6483 2.037 0.6483 2.037 0.6483
TDCCS-TE-1 0.722 0.2297 1.386 0.4411 2.412 0.7679 2.928 0.9321
TDCCS-LS-1 2.795 0.8898 3.141 0.9998 3.141 0.9998 3.141 0.9998
TDCCS-TE-2 0.722 0.2297 1.244 0.3959 1.612 0.5131 2.044 0.6506
TDCCS-TE-3 0.722 0.2297 1.244 0.3959 1.618 0.5152 1.919 0.6110

5. LOW-PASS SPATIAL FILTER

With high-order finite difference schemes, it is necessary to artificially mitigate all spurious waves while
preserving the accuracy and resolution of the computed solution. This can be performed by regularizing the
computed solution via a high-order low-pass spatial filter (LPSF) [10]. A tridiagonal filter of high order can
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TABLE 6. The shortest well-resolved wave wy and resolving efficiency e of different schemes
with tolerance error ¢; = 0.0001.

Schemes/order 4-T 6-T 8-T 10-P
(.Of (& wf e Wf (& wf e

TDCNCS 0.392 0.1248 1.524 0.4850 1.211 0.3855 1.293 0.4114
TDCCCS 0.405 0.1290 0.800 0.2545 1.105 0.3518 1.493 0.4753
TDCCCS-CI 0.405 0.1290 0.799 0.2544 1.097 0.3490 1.362 0.4336
TDCCS-CI 0.407 0.1294 1.994 0.6347 1.468 0.4672 1.420 0.4521
TDCCS-TE 0.407 0.1294 0.785 0.2497 1.689 0.5376 2.288 0.7284
TDCCS-LS 2.792 0.8888 2.982 0.9493 3.141 0.9998 3.044 0.9690
TDCCS-CI-1 0.407 0.1294 1.994 0.6347 1.994 0.6347 1.994 0.6347
TDCCS-TE-1 0.407 0.1294 0.785 0.2497 1.659 0.5280 2.228 0.7093
TDCCS-LS-1 2.792 0.8888 2.982 0.9493 3.141 0.9998 3.141 0.9998
TDCCS-TE-2 0.407 0.1294 0.854 0.2718 1.231 0.3917 1.585 0.5046
TDCCS-TE-3 0.407 0.1294 0.854 0.2718 1.234 0.3928 1.515 0.4823

be expressed as

N
(5.1) apfior+ fi+arfia = Z %n(fﬂ—n + fj—n)

n=0

where f; denotes the given value at point j, and fj denotes the value after filtering. The most natural
formulation of the problem involves the transfer function associated with the equation (5.1)).

T(w) = fo:o ap, cos(nw)

(5:2) 1 + 2ap cos(w)

To determine the unknown coefficients, we require the exclusion of the highest-frequency mode by imposing
the condition T'(w) = 0. For adaptability, we maintain ap as an unrestricted parameter. Subsequently,
the remaining N equations can be deduced by equating the Taylor series coefficients of the left and right
sides. Through this process, equation yields a 2N-th order formula within a 2/N + 1 point stencil. It is
important to note that T'(w) is real, signifying that the filter alters only the amplitude of each wave component
without impacting the phase. Here ap is a free parameter that satisfies |ap| < 0.5. The coefficients of a
family of 8th-order (F8), 10th-order (F10), and 12th-order filter (F12) are given in the Table

TABLE 7. Coefficients for the filter formula.

Scheme ag a1 as as aq as ag Order
(93+70ar) (7T+18ar) (=7+14ar) (1—2ar) (—=14+2aF)
F-8 128 16 32 16 128 0 0 8
F-10 (193+126ar)  (105+302ar) 15(—14+2ar)  45(1—2ar)  5(—1+2ar) (1—2ar) 0 10
- 256 256 64 512 256 512
F-12 (7934+462aF) (994314ar)  495(—14+2aFr) 55(1—2afr) 33(—1+2ar) 3(1—2ar) (—142ar) 12
- 1024 256 2048 512 1024 512 2048




Central compact schemes for third derivatives

=) &
3 S =)
T T

Imaginary

o
S
T

(i)

-200

——TDCCS
— — TDCNCS

Exact

-250 [

(iii)

Imaginary

25

o
T

- = RK3

| === TDCNCS

e TDCCS
n

13

FIGURE 5. (a) Eigenvalues of the (i) Exact, (ii) TDCCS and (iii) TDCNCS. (b) Stability
regions of three-stage Runge-Kutta time-integration scheme and eigenvalues of the TDCNCS
and TDCCS scaled by their maximum stable CFL.

6. TIME INTEGRATION

Discretizing the spatial derivatives using the compact scheme described in equations (3.1))—(3.2) yields an
ordinary differential equation (ODE), given as

du
6.1 -
( ) dt S(”)?
where S(u) is the spatially-discretized approximation of the right-hand-side. The ODE is evolved in time
using the third-order TVD Runge-Kutta (TVDRK3) method [61]:

uV = u" 4 AtS(u™),

3 1 1

2
3
Figure a) shows the eigenvalues of the exact, TDCNCS, and TDCCS schemes, while Fig. b) shows the
stability region boundary of the TVDRK3 method. Linear stability requires a time step At such that the
eigenvalues of the spatial discretization scheme scaled by At/Ax?3 fall within the stability region of the time
integration method. Since the eigenvalues of the TDCNCS and TDCCS scheme are purely imaginary, we
consider the value at which the stability region boundary of TVDRKS3 intercepts the imaginary axis, i.e.,
£1.732. The maximum magnitude of the eigenvalues for the TDCNCS and TDCCS schemes are 15.157 and
147.168, respectively. This results in the following linear stability bound on the time step:

At
(6.3) A5 <0.11 (TDCNCS), 0.012 (TDCCS).

x

Figure (b) shows the eigenvalues of the TDCNCS and TDCCS schemes scaled by these limits, and they
lie within the stability region of TVDRK3. The TDCCS scheme has a very restrictive time step bound
compared with the TDCNCS scheme, and this is a significant drawback. In future work, we propose to
develop optimized high-order explicit Runge-Kutta methods for the TDCCS schemes [62] to allow larger
time steps.

1 2
u"tt = gu" + Zu® 4 gAtS(u(g)).
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7. NUMERICAL RESULTS

This section presents numerous numerical examples to showcase the accuracy and effectiveness of the
method. The numerical illustrations aim to emphasize the high-order accuracy of the approach in address-
ing one-dimensional problems, both linear and non-linear. Additionally, the method is evaluated for its
performance in handling convection-dominated cases, especially instances where the coeflicients of the third
derivative terms are small. For numerical experiments involving both convection and dispersion terms, spatial
discretization is performed using two distinct numerical schemes: the eighth-order cell-node compact scheme
(CNCS) [10] (first derivative) with the eighth-order TDCNCS (third derivative), and the eighth-order
central compact scheme (CCS) [57] (first derivative) with the eighth-order TDCCS (third derivative).We
employed eighth-order TDCCS-TE instead of TDCCS-LS in the spatial discretization, as TDCCS-LS fails to
preserve order of accuracy. The following error norms are used to compute the accuracy of schemes.

1 N 1 N 1/2
L% = g e — vl B = g D e = wal, LQ:(zm;““““'Q) |

where u, and u, denote the exact and approximate solutions of the PDE. To ensure a stable numerical
solution for linear cases, a CFL value of 0.01 has been selected in the calculation of time step size At, given
by CFL x Axz3. This choice falls within the stable region for both the TDCNCS and TDCCS schemes,
ensuring dependable and physically meaningful results.

Example 7.1. We solve the following linear one-dimensional KdV equation
{ut + ¢ Pugee =0, (x,t) €[0,27] x [0,1],

(7.1) uo(x) = sin(cx), x € [0,27],

with periodic boundary conditions for ¢ = 1,8. The exact solution is represented by a left-moving wave
given as u(z,t) = sin(c(x + t)) for x € [0,27n] and ¢ € [0,1]. Initially, we solve (7.1)) with ¢ = 8, employing
eighth-order TDCNCS and TDCCS schemes with a step size of At = 0.01Az3. Figure |§| shows the resulting
solutions and pointwise errors for N = 40 at times ¢t = 0,0.3,0.7, and 1. Additionally, Table provides
a summary of the L™-error, L'-error, L?-error, and the order of convergence for both considered schemes
at the final time t = 1. Notably, the absolute error is an order of magnitude lower for the TDCCS scheme
compared to the TDCNCS. Specifically, for N = 40, the L>®-error for TDCNCS is 1.0796 x 103, whereas
for TDCCS, it is 1.1749 x 10~%. For a larger value of N = 160, the L>®-error for TDCNCS is 1.2708 x 1078,
whereas for TDCCS, it is 5.1353 x 1072, However, it is worth noting that TDCNCS maintains eighth-order
accuracy, while TDCCS achieves close to eighth-order for a large value of N.

We next examine equation with ¢ = 1, employing eighth-order TDCNCS and TDCCS compact
schemes. The solutions and pointwise errors for N = 40 at various times ¢ = 0,0.25,0.5,0.75, and 1 are
depicted in Figure . Table @ presents a summary of the L™-error, L'-error, L?-error, and the order of
convergence for both considered schemes at the final time ¢ = 1. For N = 20, the L*>-error for TDCNCS is
1.6089 x 10~?, while for TDCCS, it is 6.4028 x 10710, For N = 40, the L>-error for TDCNCS is 6.6641x 10712,
whereas for TDCCS, it is 2.9058 x 107'2. However, as N increases, the error converges to machine epsilon,
with no decrease in errors observed. No filters are used in all computations for this example.
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FIGURE 6. Solutions and errors for Example with ¢=8. The first and second rows are
obtained by TDCNCS-T8 and TDCCS-T8 respectively. Left column shows the exact (solid
line) and calculated (O) left moving wave at ¢t = 0 (black), ¢t = 0.3 (blue), t = 0.7 (green),
t =1 (red). Right column shows the corresponding errors increasing with time.

TABLE 8. Errors and orders of convergence with eight-order methods for Example with
c=8att=1.

Scheme N L*°-error Rate L'-error Rate L2%-error Rate
TDCNCS 20 7.9125¢-01 - 5.1211e-01 - 5.4678e-01 -
(c=8) 40 1.0796e-03 9.5175 6.9871e-04 9.5175 7.6486¢-04 9.4816
60 3.6487e-05 8.3543 2.3271e-05 8.3904 2.5610e-05 8.3773
80 3.4195e-06 8.2294 2.2132e-06 8.1784 2.4374e-06 8.1759
100 5.6767e-07 8.0473 3.6163e-07 8.1184 3.9977e-07 8.1014
120 1.3038e-07 8.0686 8.3154e-08 8.0623 9.1887e-08 8.0645
140 3.7691e-08 8.0508 2.4003e-08 8.0604 2.6558e-08 8.0520
160 1.2708e-08 8.1418 8.2008e-09 8.0427 9.0447¢-09 8.0667
TDCCS 20 8.9768e-03 - 5.8099¢e-03 - 6.2784e-03 -
(c=8) 40 1.1749e-04 6.2556 7.6040e-05 6.2556 8.3230e-05 6.2371

60 7.5798e-06 6.7598 4.8343e-06 6.7960 5.3201e-06 6.7826
80 9.5509e-07 7.2004 6.1815e-07 7.1494 6.8077e-07 7.1469
100 1.8581e-07 7.3364 1.1837e-07 7.4074 1.3085e-07 7.3906
120 4.6838e-08 7.5582 2.9873e-08 7.5518 3.3012e-08 7.5536
140 1.4426e-08 7.6397 9.1866e-09 7.6497 1.0165e-08 7.6411
160 5.1353e-09 7.7352 3.3195e-09 7.6232 3.6606e-09 7.6489
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FIGURE 7. Solutions and errors for Example with ¢=1. The first and second rows are
obtained by TDCNCS-T8 and TDCCS-T8 respectively. Left column shows the exact (solid
line) and calculated () left moving wave at ¢t = 0 (black), ¢t = 0.25 (blue), ¢t = 0.5 (green),
t = 0.75 (magenta), t = 1 (red). The right column shows the corresponding errors increasing
with time.

TABLE 9. Errors and orders of convergence with eight-order methods for Example with

c=1latt=1.
Scheme N L>°-error Rate L'-error Rate L2-error Rate
TDCNCS 10 4.1920e-07 - 2.7131e-07 - 2.9230e-07 -
(C=1) 20 1.6089¢-09 8.0254 1.0249¢-09 8.0483 1.1120e-09 8.0382

30 6.2433e-11 8.0135 3.9821e-11 8.0104 4.3504e-11 7.9935
40 6.6641e-12 70772 4.2295e-12 7.7944 4.6437e-12 77771

TDCCS 10 1.1729e-07 - 7.5910e-08 - 8.1641e-08 -

(c=1) 20 6.4028e-10 7.5171 4.0809e-10 7.5393 4.4262¢-10 7.5271
30 2.6549e-11 7.8500 1.6931e-11 7.8485 1.8471e-11 7.8342
40 2.9058e-12 7.6900 1.8481e-12 7.6995 2.0281e-12 7.6791

Example 7.2. To evaluate the method’s accuracy in addressing non-linear problems, we compute the classical
soliton solution of the KdV equation.
{ut —3(u?)y + Ugge =0, x €[-10,12], ¢>0,

(7.2) )
uo(z) = —2sech®(z), = € [-10,12].
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TABLE 10. Errors and orders of convergence with eight-order methods for Example at
t=0.5.

Scheme N L>-error Rate Ll-error Rate L2-error Rate

TDCNCS 20 5.4854e-01 - 1.4320e-01 - 2.1954e-01 -
40 1.2988e-02 5.4003 3.6053e-03 5.3118 4.3622e-03 5.6533
60 3.2825e-04 9.0711 5.7634e-05 10.2008 8.2101e-05 9.7981
80 3.3159e-05 7.9687 5.6523e-06 8.0716 7.9914e-06 8.0978
100 5.6867e-06 7.9017 9.0292e-07 8.2197 1.2949e-06 8.1558
120 1.3256e-06 7.9874 2.0602e-07 8.1046 2.9639¢-07 8.0875
140 3.7695e-07 8.1575 5.8893e-08 8.1236 8.4988e-08 8.1036
160 1.2706e-07 8.1438 2.0016e-08 8.0819 2.8872e-08 8.0851

TDCCS 20 2.0778e-02 - 4.0951e-03 - 6.6827e-03 -
40 2.6255e-04 6.3064 4.6850e-05 6.4497 7.2033e-05 6.5356
60 1.7256e-05 6.7140 2.9090e-06 6.8542 4.2206e-06 6.9973
80 2.3533e-06 6.9255 3.8793e-07 7.0034 5.7101e-07 6.9533
100 4.8859e-07 7.0450 8.2305e-08 6.9479 1.1756e-07 7.0829
120 1.3222e-07 7.1692 2.2022e-08 7.2311 3.1553e-08 7.2138
140 4.2335e-08 7.3876 7.1750e-09 7.2750 1.0300e-08 7.2626
160 1.7606e-08 6.5705 3.0410e-09 6.4285 4.2286e-09 6.6671

The exact solution is given by u(zx,t) = —2sech?(x — 4t) for z € [—10,12] and t € [0,0.5]. Employing
periodic boundary conditions, we solve the problem using eighth-order TDCNCS and TDCCS schemes
with a step size of At = 0.01Az3. The resulting solutions and errors for N = 80 at different time points
t = 0,0.25,0.5 are visualized in Figure (8)), while Table offers a detailed comparison of their L>®°-, L!-
errors and L?-errors and their respective convergence rates for various grid sizes (N ranging from 20 to
160). Tabulations confirm TDCCS’s advantage in delivering better accuracy. It consistently outperformed
TDCNCS, delivering errors at least an order of magnitude lower across all tested grid sizes. This remarkable
precision, however, comes at a computational cost. TDCCS demands significantly more resources, with
its runtime exceeding TDCNCS by at least a factor of two. While TDCCS exhibits a convergence rate of
around the seventh order for larger N values, TDCNCS maintains a consistent rate close to the theoretical
eighth order. Using TDCNCS with N = 160 yields an error of 1.2706 x 10~8, which closely corresponds
to the error obtained by TDCCS with N = 100 given equivalent computational time. It is important to
note that further increasing grid points beyond N = 160 doesn’t yield any improvement in accuracy due to
limitations in machine precision. In summary, TDCCS offers superior accuracy but with substantially higher
computational demands.

Performance analysis of filter. This study investigates the influence of LPSF filters on the precision of
numerical solutions, aiming to mitigate spurious wave amplitudes while preserving phase accuracy. Specifi-
cally, we examine the effects of 8th, 10th, and 12th order filters on solutions with N = 40 grid points, ¢t = 0.1
temporal duration (time steps=60), with both TDCNCS and TDCCS schemes depicted in Figure ([9). The
filter’s impact is evaluated every 2 and 10-time step, revealing superior performance for unfiltered TDCCS
compared to its filtered counterparts and TDCNCS with or without filtering.

Example 7.3. We solve the following nonlinear KdV equations. To observe the effectiveness of our method
in handling a nonlinear problem with a low coefficient for the third derivative term, we calculate the classical
soliton solutions of the KAV equation.

2
(7.3) Uy + (; ) + €Uggy = 0.
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FIGURE 8. Solutions and errors for Example at ¢ = 0.25 and 0.5. The first and second
rows are obtained by TDCNCS-T8 and TDCCS-TS, respectively. Left column shows the
exact (solid line) and numerical values () at ¢ =0 (black), t = 0.25 (blue), ¢t = 0.5 (red).
Right column shows the corresponding errors.

Single soliton propagation. In the case of a single soliton, the initial condition is as follows,
(7.4) uo(x) = 3csech?(k(x — x0)), = € [0,2],

with & = 0.5,/%, ¢ = 0.3, 2o = 0.5 and € = 5 x 10~*. The solution to this problem is a solitary wave,

referred to as a soliton, moving to the right with a speed ¢ given by u(z,t) = 3¢sech? (k[(z — ) — ct]). The
solution is computed with periodic boundary conditions for z € [0,2], N = 80, ¢ € [0, 3] using eighth-order
TDCNCS and TDCCS schemes with step size At = 0.01Az3. The solution and error at time ¢t = 0,1,2
and 3 is shown in Figure . The TDCCS scheme exhibits significantly lower absolute error compared to
TDCNCS, resulting in at least an order of magnitude improvement in accuracy.

Double soliton collision. In the case of a double soliton collision, the initial condition is as follows,
(7.5) uo () = 3¢y sech?(ky(z — x1)) + 3eg sech? (ko (x — 22)), = € [0,2],

with k; = 0.5,/% for j = 1,2, ¢; = 0.3, c3 = 0.1, 21 = 0.4, x5 = 0.8 and € = 4.84 x 10~*. The solution
is computed for t € [0,4], N = 100 with periodic boundary conditions using eighth-order TDCNCS and
TDCCS schemes with step size At = 0.01Az3. The solution at time ¢t = 0, 1,2 and solution contour up to
t = 4 is shown in Figure (11)).

Triple soliton splitting. In the case of a triple soliton splitting, the initial condition is given by

(7.6) uo(x) = %sech2 (5;?;6) , = €1]0,3],
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FIGURE 9. Analysis of filter at N = 40, ¢t = 0.1 for Example

where € = 107%. The solution is simulated over the interval ¢ € [0,4] using periodic boundary conditions,
employing eighth-order TDCNCS and TDCCS schemes with a grid size of N = 150 and time step At = 0.5Axz?
as in [I1]. Figure illustrates the solution at time instances t = 0, 1,2, and its contour plot up to ¢t = 4.
Notably, TDCNCS exhibits small-scale numerical oscillations, whereas TDCCS produces a smooth numerical
solution. To address the presence of high-frequency oscillations, we apply a 12th-order periodic filter with
a = 0.4 every 20 steps for TDCNCS and every 50 steps for TDCCS (time steps = 20000). Our experiments
indicate that filtering every 50 steps does not sufficiently eliminate the small oscillations in TDCNCS.

Example 7.4. In this example, we investigate the zero dispersion limit of conservation laws, specifically the
KdV equation (|7.3) with the continuous initial condition

(7.7) uo(x) =2+ %sin(27rx), x €10,1],

with periodic boundary conditions. Theoretical and numerical analysis concerning the limit as ¢ — 07 are
available in [? | and [64]. The primary goal is assessing our numerical method capability to resolve small-
scale solution structures in this limit when € is small. To address this, we compute solutions for ¢ = 0.5 with
e=10"%,10"°,10"5, and 10~ 7 using eighth-order TDCNCS and TDCCS, with a step size At = Az? as in
[11]. Since the exact solution is not known for this problem, we utilize a reference solution acquired through
a significantly higher number of grid points (N = 1000) using TDCNCS. For ¢ = 10~% (with N = 100)
and € = 1075 (with N = 200), Figures (a) and (b) depict the solutions obtained by TDCNCS (in
red), TDCCS (in blue), in comparison with the reference solution (in black). Similarly, for e = 10¢ (with
N = 800) and € = 1077 (with N = 1600) using both TDCNCS and TDCCS, Figures (c)—(f) showcase
these solutions, confirmed as “converged”, exhibiting physical oscillations typical in dispersive limits [64].
Moreover, inadequate mesh refinement results in failure to achieve a converged solution. For instance, when
e = 1079, we observed that numerical solutions obtained with 200, 300, 400, and even 600 uniform cells did
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Error

Error

FIGURE 10. Solutions and errors for initial condition of Example [7.3 The first and
second rows are obtained by TDCNCS-T8 and TDCCS-T8, respectively. The left column
shows the exact (solid line) and numerical values () at ¢ = 0 (black), ¢t = 1 (blue), t =
2 (green), and t = 3 (red). The right column shows the corresponding errors varying with
time.

not converge to the solution obtained with 800 cells. As ¢ — 0T, the problem becomes more demanding,
necessitating an increasingly fine mesh for convergence to the true solution. Our method demonstrates high
effectiveness in computing such solutions. It is observed that using a low-pass filter has no impact on the
solution, as the rapidly oscillating physical solution does not constitute high-frequency noise, especially with
very fine meshes.

Finally, we investigate the behavior of a top hat discontinuous initial condition represented by

1, if 025 <x<4
(7.8) w(a,0)=4{ 0 " e
0, else.

with periodic boundary conditions. We analyze the temporal evolution of a series of left-propagating waves
emanating from the initial discontinuity point over multiple time steps. The solution is simulated at N = 1000
with a step size At = 0.5Az2, e = 1074 for t = 0.01, 0.05 respectively, and plotted in Figure . Within the
framework of the TDCNCS scheme, we identify the development of small-amplitude irregularities at locations
besides the left side of the discontinuity. However, these irregularities are transient and vanish after the
application of a 12th-order filter (every 10 steps) to the aforementioned results (TDCNCS-F). This filtering
process leads to the emergence of a well-defined left-propagating wave devoid of such spurious features.
Similarly, the TDCCS scheme exhibits less pronounced variations in the solution compared to TDCNCS.
These variations are further significantly mitigated by the application of the same filter. The filtered solutions
obtained from both TDCCS and TDCNCS are in good agreement with previous studies [65, [18]. These
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FiGURE 11. Numerical solutions for initial condition of Example The first row of
four graphs is computed using TDCNCS and the second row of four graphs is computed

using TDCCS.

(e) =0 () =1 (g) (=2 (h) t=4

FIGURE 12. Numerical solutions for initial condition of Example The first row of
four graphs is computed using TDCNCS with (red) and without (blue) filter and the second
row of four graphs is computed using TDCCS with (red) and without (blue) filter.

solutions depict the transformation of fine-scale continuous waves, as time progresses, into solitary waves
within both numerical schemes.
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FIGURE 14. Numerical solutions for initial condition of Example
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8. CONCLUSION

In this paper, we introduce a novel family of compact schemes, denoted as third derivative central compact
schemes (TDCCS) and third derivative cell-node compact schemes (TDCNCS) extended up to tenth-order
accuracy, specifically designed for handling spatial derivatives in dispersion equations. This design is based
on the cell-node compact scheme. The TDCCS computes third-order derivatives at the cell-nodes, incorpo-
rating values from both the cell-nodes and cell-centers. The values on the cell-centers are determined using
the same scheme designed for cell-nodes and are treated as independent variables in the modeling process.
This approach has higher memory requirements. Various tests are conducted, encompassing scenarios such
as a one-dimensional linear KdV equation, a non-linear KdV equation, and a convection-dominated problem
where the coeflicients of the third derivative terms are small. A comprehensive comparison is made with
third derivative cell-node compact schemes (TDCNCS). This comparative analysis demonstrates the supe-
rior accuracy and resolution of the TDCCS over the TDCNCS. In future work, we will study to enhance
the proposed method by developing stability-optimized Runge-Kutta techniques to mitigate the constraints
imposed by a low CFL number.

ACKNOWLEDGEMENTS

The author Samala Rathan is supported by NBHM, DAE, India (Ref. No. 02011/46/2021 NBHM(R.P.)/R
& D 11/14874). Debojyoti Ghosh contributed to this article under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory under Contract No. DE-AC52-07TNA27344.

CONFLICT OF INTEREST

The authors declare no potential conflict of interest.

DATA AVAILABILITY

The data that support the findings of this study are available upon reasonable request.

APPENDIX A. OTHER POSSIBLE COMBINATIONS
(1) TDCCS-1:
4fj1 = 8f541 +8f;- 1 —4fj N bej+g —12fj41 +12f1 — 8f;_

3

Bt affis + 5+ affia +Affia=a : -
8fjyz —10fj42+10f;_2 —8f; s
e 1543
The modified wavenumber w”’ with TDCCS-1 is

2a[8sin(%) — 4sin(w)] + 22 [12sin(w) — 8sin(22)] + 2£[10sin(2w) — 8sin(52)]

1+ 2acos(w) + 2 cos(2w)

" _
WTDCCs-1 =

Figures[15{a) and [15]b) show a plot of modified wavenumber versus wavenumber for third derivative

approximations for the Taylor expansion-based method and least square optimization-based method,

respectively. Figures[15]c) and[15|d) shows the variations of the relative modified wavenumber factor

R, versus wavenumbers for TDCCS-TE-1 and TDCCS-LS-1, respectively.

(2) TDCCS-2:
Afiz1 —8fi 1 +8f_1 —4f;_ 6fita —8fi 3 +8fi_3 —6f;_2
" " " " "o Jt+1 Jj+ J Jj—1 J+2 Jj+ J J
Bfi—o tafils+fi" +afiii+Bfiia=a 2h3 : +b 27h3 :
N C8fj+g —10fj12 +10fj—2 — 8f;_s
15h3
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FIGURE 15. Plot of modified wavenumber versus wavenumber for (a) TDCCS-TE-1, (b)
TDCCS-LS-1, () TDCCS-TE-2, (f) TDCCS-LS-2, (j) TDCCS-TE-3 and (k) TDCCS-LS-3:
(i) T4; (ii) T6; (iii) T8; (iv) P10. Variations of the relative modified wavenumber factor R,
with wavenumber for (¢) TDCCS-TE-1, (d) TDCCS-LS-1, (g) TDCCS-TE-2, (h) TDCCS-
LS-2, (1) TDCCS-TE-3 and (m) TDCCS-LS-3:(i) T6; (i) T8; (iii) P10.
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The modified wavenumber w”’ with TDCCS-2 is
2a[8sin(%) — 4sin(w)] + 2 [8sin(22) — 6sin(2w)] + 2£[10sin(2w) — 8sin(52)]

" _ 2
“Tpocs-2 = 1+ 2a cos(w) + 26 cos(2w)

Figures [15[e) and [I5{f) show a plot of modified wavenumber versus wavenumber for third derivative
approximations for the Taylor expansion-based method and least square optimization-based method,
respectively. Figures[15](g) and [I5[h) shows the variations of the relative modified wavenumber factor
R, versus wavenumbers for TDCCS-TE-2 and TDCCS-LS-2, respectively.

(3) TDCCS-3:

Afjer =81 +8f; 1 —4f N bﬁfj+2 —8fj4s +8f_s —6fj

Bfistaflli+ fi"+afiiy +Bfls=a 3 T3
N C8fj+g —20fj41+20f5-1 —8f; s
35h3
The modified wavenumber w’” with TDCCS-3 is
2a[8sin(%) — 4sin(w)] + 2 [8sin(22) — 6sin(2w)] + 2£[20sin(w) — 8sin(32)]
1+ 2a cos(w) + 28 cos(2w)

" _
WTDCCs-3 =

Figures[15(j) and [L5[k) show a plot of modified wavenumber versus wavenumber for third derivative
approximations for the Taylor expansion-based method and least square optimization-based method,
respectively. Figures 1) and (m) shows the variations of the relative modified wavenumber factor
R, versus wavenumbers for TDCCS-TE-3 and TDCCS-LS-3, respectively.
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