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ABSTRACT

Recent advancements in deep learning have demonstrated remarkable performance comparable to hu-
man capabilities across various supervised computer vision tasks. However, the prevalent assumption
of having an extensive pool of training data encompassing all classes prior to model training often
diverges from real-world scenarios, where limited data availability for novel classes is the norm. The
challenge emerges in seamlessly integrating new classes with few samples into the training data, de-
manding the model to adeptly accommodate these additions without compromising its performance on
base classes. To address this exigency, the research community has introduced several solutions under
the realm of few-shot class incremental learning (FSCIL). In this study, we introduce an innovative
FSCIL framework that utilizes language regularizer and subspace regularizer. During base training,
the language regularizer helps incorporate semantic information extracted from a Vision-Language
model. The subspace regularizer helps in facilitating the model’s acquisition of nuanced connections
between image and text semantics inherent to base classes during incremental training. Our proposed
framework not only empowers the model to embrace novel classes with limited data, but also ensures
the preservation of performance on base classes. To substantiate the efficacy of our approach, we con-
duct comprehensive experiments on three distinct FSCIL benchmarks, where our framework attains
state-of-the-art performance.

© 2024 Elsevier Ltd. All rights reserved.

1. Introduction

Given the non-stationary nature of data generation in many
application areas, it becomes crucial for learning to occur con-
tinuously over time. Incremental learning addresses this chal-
lenge by enabling models to adapt continually to new and non-
overlapping tasks, while ensuring the maximum retention of
knowledge from previous tasks to facilitate real-time inference.
Significant advancements have recently been achieved, particu-
larly in the field of class incremental learning (CIL). Typically,
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a CIL model (Belouadah & Popescul 2019; [Zhu et al., |2021a;
Van De Ven et al.| 2021) is trained on a fresh set of categories
using a substantial volume of training samples during each ses-
sion. However, this practice inevitably leads to parameter drift,
causing the model to forget previously learned concepts from
the previous set of classes. This phenomenon is known as catas-
trophic forgetting. Unfortunately, obtaining a sufficient number
of training samples is not always feasible, especially for rarer
and less frequent categories. Moreover, accessing data from
previous classes may be restricted due to privacy concerns or
limited memory availability for storing previous-class data.

These challenges give rise to the problem of few-shot class
incremental learning (FSCIL). In FSCIL, abundant supervision
is available for the initial base classes, while only a few training
samples are accessible for the new classes introduced in sub-
sequent learning sessions. FSCIL is notably more demanding
than CIL because the limited amount of available data makes



the model susceptible to overfitting. Additionally, the unavail-
ability of data from previous sessions during a given training
stage impacts the model’s stability.

Prior works on FSCIL have used nonstandard prediction ar-
chitectures (Tao et al., 2020) or optimizing non-likelihood ob-
jectives (Ren et al., |2019; |Yoon et al.l 2020). Thus, state-of-
the-art FSCIL methods often require nested optimizers, com-
plicated data structures, and increased number of hyperparam-
eters. How to apply representation learning and optimization
techniques developed for standard classification problems to
the incremental setting still remains an underexplored direc-
tion. Specifically, how one can connect class representations
with semantic information in FSCIL needs further research. On
the other hand, despite the recent success of Vision-Language
models (VLMs) on various tasks (Radford et al.l 2021} [Zhang
et al., |2023), state-of-the-art FSCIL methods are yet to utilize
their usefulness.

Contributions Motivated by the aforesaid discussions, we
propose a novel scheme where we make use of language reg-
ularizer and subspace regularizer with additional image-to-text
based relational model. In this approach, first we improve base
model training using language regualizer which incorporates
semantic information obtained from a Vision-Language model.
We leverage an existing architecture based on the concept of
subspace regularizers with the intention to solve the problems
of overfitting and catastrophic forgetting. We modify the sub-
space regularizers used to span the base classes for developing
the ability to interlink information between image and text se-
mantics.

Our notable contributions are as follows:

e Our approach bridges the domain gap of text and image
semantics in the base model in FSCIL.

e We proposed a methodology for prompt engineering of the
CLIP language models which can be further used for zero-
shot and few-shot learning related works.

e Our proposed approach beat the state-of-the-art methods
by around 7% for the CIFAR-FS dataset and by around
1% for Mini-Imagenet and Tiered-Imagenet datasets.

2. Background and Related Works

Incremental learning focuses on building artificially intelli-
gent systems that can continuously learn to adapt to new tasks
from new data while preserving knowledge learned from previ-
ously learned tasks. One specific type of incremental learning is
Class incremental learning (CIL), where unseen class examples
arrive sequentially and the model is required to learn to classify
all the classes incrementally. In each training session of CIL,
the model has only access to the data for the current session.
Sometimes, a small memory is considered that can be used to
store some exemplars from previous training sessions (Masana
et al., [2022; |Zhou et al.,|2023).

Few-shot class incremental learning Few-shot class incre-
mental learning (FSCIL) is a learning approach that aims to
progressively acquire knowledge about new classes with mini-
mal supervision, while ensuring that previously learned classes
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are not forgotten. The first work on FSCIL is TOPIC (Tao
et al., [2020), which constructs and preserves the feature man-
ifold topology formed by different classes. However, TOPIC
faces a significant network capacity problem. Another method
called LEC-Net (Yang et al., [2021) utilizes a self-activation
module for dynamic expansion and compression of network
nodes. However, the initial expansion phase in LEC-Net leads
to overfitting, resulting in a sharp decline in performance.

On the other hand, FSLL (Mazumder et al.| [2021) is
a regularization-based approach that handles overfitting and
catastrophic forgetting by training only a subset of all the model
parameters in each session rather than training the entire model.
This helps mitigate the negative impact on performance. More
recently, F2M (Shi et al.| 2021)) proposed a solution to FSCIL
by searching for flat local minima of the base training objec-
tive function and subsequently fine-tuning the model parame-
ters within that flat region. |Agarwal et al.|(2022) use a memory
replay-based approach for FSCIL, but in place of traditional
image replay, feature replay is utilized. To deal with the pri-
vacy concerns of vanilla data replay, [Liu et al.| (2022) propose
the data-free replay scheme for synthesizing old samples in FS-
CIL setting. |Chi et al.[ (2022) have introduced meta-learning
approach for FSCIL.

Learning class representations In recent times, several
methods have focused on the realm of class representations
within few-shot and incremental learning scenarios (Tao et al.
2020). |Q1 et al.|(2018)) initialize novel class representations by
utilizing the average features extracted from few-shot samples.
In another class of approaches (Gidaris & Komodakis, 2018;
Yoon et al.,[2020; Zhang et al., 2021)), a class representation pre-
dictor is trained using meta-learning. [Tao et al.|(2020) enforce
topological constraints on the manifold of class representations
as new representations are incorporated. On the other hand,
Chen & Lee| (2020) model the visual feature space as a Gaus-
sian mixture and the cluster centers are utilized in a similarity-
based classification scheme. Some other approaches introduce
auxiliary schemes to condition both old and new class represen-
tations in each session e.g. |[Zhang et al.| (2021) employ a graph
attention network, while Zhu et al.| (2021b) utilize relation pro-
jection.

In relation to our approach, we draw connections to the works
ofRen et al.|(2019) and |Akyiirek et al.|(2022). Ren et al.[(2019)
proposed a nested optimization framework to learn auxiliary
parameters for each base and novel class, aiming to influence
the novel weights through regularization. |Akytirek et al.| (2022)
demonstrate that these regularization targets can be geometri-
cally derived without the necessity of an inner optimization
step. Their regularization approach enables the learning of class
representations that extend beyond strict linear combinations of
base classes (Barzilai & Crammer, 2015)).

Making use of language models By leveraging the inherent
semantic representations learned from vast datasets, language
models can grasp the relationships between words, enabling
them to infer connections between unseen concepts. This is
especially relevant in zero-shot learning and generalized zero-
shot learning, where supplementary information serves as the
sole resource for understanding unfamiliar classes (Chang et al.,



2008}, [Larochelle et al., 2008 |Akata et al., 2013} [Pourpanah
et al.} [2022). In the realm of few-shot learning, specialized ap-
proaches have been developed to effectively incorporate aux-
iliary information. [Schwartz et al.| (2022) use a combination
of multiple semantic information such as category labels, at-
tributes and natural language descriptions for few-shot image
classification. |Cheraghian et al.| (2021) proposed a knowledge
distillation approach for FSCIL which utilizes word embed-
dings for class labels. Traditional techniques employed in zero-
shot and few-shot learning offer numerous solutions to mitigate
overfitting and enable adaptability when encountering limited
data availability.

3. Problem Definition

Let us begin with the formulation of the FSCIL Setup. We
deal with a stream of T learning sessions each associated by
the subset of the dataset denoted by D@, DM .. DT Every
subset D is further divided into two sets called support set
S® and query set Q. S is used for training and Q® is used
for evaluation during every learning session. A major portion
of the dataset is allocated to D® which forms the base class
set and the remaining portion is allocated uniformly to form the
novel class sets.

We denote the classes for a set of examples S as C(S) =
{y : (x,y) € S}. The problem setup we have developed is in-
cremental i.e, each support set comprises of just novel classes
(CY N C*Y = ¢) whereas each query set evaluates models
on a hybrid test set of novel and previously exposed classes
(C(Q") = C=D). Further, we define our setting as few-shot
in the set that every incremental set |S ?)| is considerably small
than the set of base classes [S ).

At every incremental stage ¢ > 0, the aim is to fine-tune the
existing classifier to accommodate information from the novel
classes without compromising with ability for classification of
previously seen classes.

4. Methodology
4.1. Approach Overview

Our approach to the problem statement can be broadly clas-
sified into two parts: base session and the incremental session.
In the base session, we do a joint training of feature extractor
and classification layer with the language model layer interact-
ing between the two. The language model layer exposes the text
semantics to the visual training process making the base model
robust in both domains.

We use alternate training to introduce text via the language
layer model. For the first 100 epochs of base training, we use
a loss function comprising of feature extractor and the classi-
fication layer. In the next 100 epochs, we invoke the language
model layer to introduce text semantics in the visual model.

In the incremental session, we freeze the base backbone and
modify only the classification layer as per the information re-
ceived from the stream of novel classes.

4.2. Base Model Training

We begin by implementing the training schema for base
classes. The alternate training process can be mathematically
represented as follows:

Lypase = €1.Ly + 62~Llreg (1

where,
e; = I(1 < epoch < 100)
ey = I(101 < epoch < 200)

Here, I(.) is the indicator function. L, is used to train the back-
bone and classifier and L;., is a regularization term that acts as
a language regularize. L, is given by,

e i)
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Here, fy is the non-linear backbone feature extractor and
weights of the last linear layer are denoted by 7. fp is imple-
mented as the convolutional neural network based on ResNet-
18.

The language model layer is designed to bridge the knowl-
edge gap between image and text semantics. We initiate our
approach by employing a technique called the cross-domain
graph Laplacian regularization (Gune et al., 2018). Its pur-
pose is to preserve the underlying class structure of both se-
mantic text representations and latent visual representations.
To achieve this, we establish a neighborhood relationship us-
ing a graph representation based on K-nearest neighbor (K-NN)
classes. This K-NN graph is constructed within the semantic
space, with the class prototypes serving as nodes. An edge is
present between two nodes if they are among the top K-nearest
neighbors of each other, determined by the Euclidean distance
in the semantic space. We have followed a simple binary 0-1
scheme for assigning edge weights. Mathematically, the K-NN
graph can be represented by a similarity or adjacency matrix
denoted as S'.

if i and j are top-K neighbors

1
R;; = 3
! {0 otherwise ®)

Here R € {0, 1}*** is used to define the neighborhood class
structure in the semantic space, which is formed using the
aforementioned approach. The process for selecting only the
top K nearest neighbors comes from the idea of regularization
of the effect of language in the training process. In the R matrix,
R; row contains the value 1 at positions that are in the top K of
the Euclidean distance to them in the textual domain. For one
row i:

=

D Rij=K @)
j=1

Next, we compute cosine similarity between text embeddings
of each pair of classes. The cosine similarity between class i
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Fig. 1. Overview of our few-shot incremental learning framework. (a) For base model training, we use cross-entropy loss and language regularizer loss. (b)
For incremental training, Semantic Subspace Regularizer loss and fine-tuning regularizer loss are used. Weight regularization for backbone and classifier

is ignored in the diagram for simplicity.
and classes j is given by,

. li.l; 5)
AT
where /; and /; are the text embeddings for the i"* and j™ class
respectively. Similarly, cosine similarity between visual em-
beddings between class i and class j is given by,
Vivj

Hij = s (6)

[Ivilllvl

where v; and v; are average visual representation for the i and
j™ class respectively.

The top-K neighbors for every i-th class are grouped together
and then to align the neighborhood class structures of both the
semantic and latent visual representations, we employ the graph
Laplacian loss, defined as follows:

D iy — i ()
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Please note, we can use any other similarity or distance mea-
sure apart from cosine similarity for computing A and u. This
loss function, Lgg;, forms the L., component of Ly,,. During
training, we typically take the value of K as 5% of the total class
volume of the dataset.

4.3. Incremental Setup Details

After the base model is trained completely we begin with the
increment process. We formulate this setup as the standard N-
way K-shot few-shot learning i.e. in every increment step, new
data come in streams of N new classes with K examples for
every class.

In the majority of classification scenarios, the classes are as-
signed names that comprise words or phrases from natural lan-
guage. These names frequently carry valuable information that
is pertinent to the specific classification problem at hand. For
instance, even without any prior knowledge of a white wolf,
an average English speaker can make an educated guess that a

snow leopard is more similar to a tiger than to a horse. Embed-
dings of class labels or more elaborate descriptions of classes
are often utilized to capture these types of relationships (Pen-
nington et al., 2014).

The information pertaining to class semantics is used to cre-
ate an enhanced subspace regularizer. This is achieved by pro-
moting new class representations to be in proximity to a convex
combination of base classes, with weights assigned based on
their semantic similarity.

Given a stream of incoming new weight vectors 1n.cco we
optimize the following loss function:

L(p) = —allnl® - BRY), (i) — yRY,,(m) (8)

Here, Rffl) ; restricts the extent of fine-tuning of the previously

learned classes. Rgl) y

RO =" >tk = nelP ©)

<t cec)

is given by,

where 7. measures the variable’s at the end of session 7.
RE,ZW provides semantic subspace regularization for novel
classes, which is given by,

RO, D= > lne = LI (10)
ceC®
where,
exp(ei.e./T
I = plej.e./T) " (11
jeCO Z('/EC(O) exp(ec/ ec/7)

Here, 7 is a hyper-parameter. Embeddings e. can be derived
from standard language models.

Memory Variant: In line with previous research conducted
by |Chen & Lee| (2020) that focuses on incremental learning
while preserving a small “memory” of past samples denoted
as M, we investigate an alternative baseline approach. We
define the memory at session # as M = J/ ., M) where

M ¢ §© and [M©)] = |CY)| In this approach, we adopt a



Table 1. Quantitative comparison with state-of-the-art FSCIL approaches on CIFAR-100 dataset in multi-session setting.

Method/Session No. 0 1 2 3 4 5 6 7 8 Improvement
GFR (Liu et al.,|2020) 3634 2521 17.34 1241 1022  8.76 7.34 7.01 6.22 +51.35
iCaRL (Rebufh et al.,[2017) 64.10 53.28 41.69 3413 2793 2506 2041 1548 13.73 +43.84
EEIL (Castro et al.,[2018) 64.10 53.11 4371 3515 2896 2498 2101 1726 15.85 +41.72
NCM (Hou et al.| 2019) 64.10 53.05 4396 3697 31.61 2673 2123 1678 13.54 +44.03
TOPIC (Tao et al.| [2020) 64.10 55.88 47.07 45.16 40.11 3638 3396 31.55 29.37 +28.2
LEC-Net (Yang et al.|[2021) 64.10 5323 4419 4187 3854 3954 3734 3473 3473 +22.84
FSLL (Mazumder et al., 2021) 64.10 55.85 51.71 4859 4534 4325 4152 3981 38.16 +19.41
F2M (Shi et al.||2021) 6471  62.07 59.01 5558 5255 49.96 48.07 46.28 44.67 +12.9
FSIL-GAN (Agarwal et al.}[2022) ~ 70.14 64.36 57.21 5521 5434 51.89 50.12 4791 46.61 +10.96
MetaFSCIL (Chi et al.||2022) 7450 70.10 66.84 6277 5948 5652 5436 5256 4997 +7.6
Data-free Replay (Liu et al.,2022) 7440 70.20 66.54 6251 59.71 56.58 5452 5239 50.14 +7.43
Ours 80.24 7232 69.27 67.14 6492 6553 6252 59.1 57.57 —

Table 2. Quantitative comparison with state-of-the-art FSCIL approaches on minilmageNet dataset in multi-session setting.

Method/Session No. 0 1 2 3 4 5 6 7 8 Improvement
Tao et al.|(2020) 61.31 50.09 45.17 41.16 3748 3552 3219 2946 2442 +25.28
Cheraghian et al.[(2021) 62.00 58.00 52.00 49.00 48.00 45.00 42.00 40.00 39.00 +10.7
Subspace reg. (Akyiirek et al.||2022)  80.37 73.76 6836 64.07 6036 5627 53.10 5045 47.55 +2.15
Data-free Replay (Liu et al.|[2022) 71.84 67.12 6321 59.77 57.01 5395 5155 49.52 4821 +1.49
MetaFSCIL (Chi et al.| |2022) 72.04 6794 6377 6029 57.58 55.16 52779 50.79 49.19 +0.51
Ours 8146 7408 69.39 6553 61.75 57.74 5388 5141 49.7 —

Table 3. Quantitative comparison with state-of-the-art memory variant FSCIL approaches on minilmageNet dataset in multi-session setting.

Method/Session No. 0 1 2 3 4 5 6 7 8 Improvement
Chen & Lee|(2020) 64.77 59.87 5593 5262 49.88 4755 4483 43.14 4184 +9.71
Subspace reg. (Akyiirek et al.}|2022)  80.37 7392 69.00 65.10 61.73 58.12 5498 5221 49.65 +1.9
Ours 8098 7337 6831 65.69 62.68 58.89 5568 53.66 51.55 —

Table 4. Quantitative comparison with state-of-the-art memory variant FS-
CIL approaches on tieredImageNet dataset in single-session setting.

Method Accuracy A

Imprinted Networks (Qi et al.l[2018) 53.87 £048 -17.18%
LwoF (Gidaris & Komodakis} [2018)) 63.22+052  -7.27%
Attention Attractor Networks (Ren et al., 2019)  65.52 + 031 -4.48%
XtarNet (Yoon et al.,|2020) 69.58 £032  -1.79%
Subspace Reg. (Akyiirek et al.|[2022) 73.51 £033 -6.08%
Ours 74.00 017  -6.92%

sampling strategy where we select only one example from each
previous class, and we continue to reuse the same example in
subsequent sessions.

4.4. Insights

Our core novelty lies in bridging the domain gap between
language and text to make the base model adapt to additional
information coming from the text semantics early on in the
training pipeline. This is achieved by adding an additional re-
lational term in the loss function capturing the text-to-image
relationship. But this increased degree of freedom obtained by
the model may lead to overfitting without a lot of training ex-
amples. To tackle this we go for the K-NN based Laplacian
regularizer as described in previous sections. We optimally set
the value of K to balance the trade-off between overfitting due
to additional dimension and no semantic information at all.

For incremental session training, the semantic subspace reg-
ularization approach works fine to take care of catastrophic for-
getting.

5. Experiments and Results

5.1. Datasets

We perform our experiments and present results on three
datasets: minilmageNet, tieredImageNet and CIFAR-100. We
follow the standard protocols for FSCIL evaluation. Both mini-
ImageNet and CIFAR-100 consist of a total of 100 classes out
of which 60 classes are reserved for base session and the re-
maining 40 classes come in the form of 8 streams, each stream
bearing 5 novel classes. The few-shot learning during incre-
mental episodes is 5-way and 5-shot in nature.

The tieredlmagenet has a total of 608 classes out of which
351 classes form the base class set and 160 classes are intro-
duced in a single incremental session. The few-shot setup used
here is 160-way and 5-shot.

5.2. Evaluation

Our experiments are designed to assess the learning of new
classes and the retention of base classes in a classifier initially
trained on a set of base classes. To examine the effectiveness
of our method, we evaluate it using two different experimental
paradigms commonly employed in previous studies.

The first paradigm involves a multi-session experiment,
where new classes are continuously introduced over multiple
sessions, requiring the classifier to be updated repeatedly. For
this, we have used minilmageNet and CIFAR-100 datasets. The
second paradigm is a single-session setup, where new classes
are presented only once during training. We utilize tieredIm-
ageNet for the single-session paradigm. For training all the



Table 5. Importance of language regularizer in CIFAR-100.

Config. / Session No. 0 1 2 3 4 5 6 7 8
w/o Lang. Reg. 70.14 6436 5721 5521 5434 5189 50.12 4791 46.61
w/ Lang. Reg. 80.24 7232  69.27 67.14 6492 6553 6252 59.1  57.57
Table 6. Effect of different variants of language regularizer in CIFAR-100.
Loss Fn. / Session No. 0 1 2 3 4 5 6 7 8
Euclidean distance 80.90 7551 70.11 69.64 6384 66.67 63.46 58.69 55.62
Cosine similarity 80.09 7422 69.14 69.13 6249 66.12 6325 59.52 56.72
Top-K Cosine similarity ~ 80.24 7232  69.27 67.14 6492 6553 6252 59.1 57.57

Table 7. Effect of different semantic representations used in Language Regularizer for CIFAR-100.

Representation / Session No. 0 1 2 3 4 5 6 7 8

GloVe 79.87 7272 69.63 6696 6448 6427 61.17 5756 56.89
fastText 80.21 7290 69.77 67.14 6495 6382 6146 5792 5733
CLIP 80.24 7232 6927 67.14 6492 6553 6252 59.1  57.57

Table 8. Effect of different values of K in Language Regularizer for CIFAR-100.

K/ Session No. 0 1 2 4 5 6 7 8

3 79.74 7287 6937 6673 6434 64.14 6120 5752 57.29
5 80.24 7232 6927 67.14 6492 6553 6252 59.1  57.57
10 80.07 7281 69.72 6696 6439 63.89 6125 5758 57.09

models, we use Stochastic Gradient Descent (SGD) as our op-
timizer.

Multi-session results We present session-wise accuracy of
our method along with multiple state-of-the-art methods on
CIFAR-100 and minilmageNet dataset in Table{I] and Table-
We can see that our method performs better than other ap-
proaches.

In Table{3] we have reported performance of our memory
variant model on minilmageNet dataset with other state-of-the-
art memory variant approaches, where we see that our method
outperforms previous methods.

Single-session results We have reported performance of our
framework and other state-of-the-art methods on single-session
setting in Tablefd] Along with accuracy values, we have also
reported A metric (Ren et al.|[2019), which is the difference be-
tween individual accuracies and joint accuracies of both base
and novel samples averaged. It can be seen that our method
achieves better accuracy than other state-of-the-art methods
while achieving decent A score.

5.3. Ablation Experiments

Significance of language regularizer: To analyze the im-
portance of language regularizer, we have trained a model with-
out using it and compared the performance against our model
trained with language regularizer in Table{3] It is evident that
language regularizer vastly improves the accuracy of the model
with respect to the model trained without language regularizer.

Effect of different similarity/distance measure in lan-
guage regularizer loss: We have experimented with various
similarity/distance measures to compute A and u in language
regularizer: (a) Euclidean distance, (b) Cosine similarity, (c)
Top-K Cosine similarity. For (a) and (b), we consider all base

classes, whereas we consider only top-K neighbors as shown in
Equ-7 for (c).

In Table{6l we can see that our framework performs best at
the end of all the training sessions when “top-K cosine similar-
ity” is used in language regularizer.

Effect of different semantic representations We have tried
three different class label representations in our language regu-
larizer: GloVe (Pennington et al.| [2014), fastText (Bojanowski
et al.,[2017) and CLIP (Radford et al., 2021})).

For extracting semantic embeddings using GloVe or fastText,
we simply extract word embeddings for single-word class la-
bels. For multi-word class labels, we first extract embeddings
for each of the word in class label and compute the average of
individual embeddings.

For obtaining class semantic representation using CLIP, we
utilize the text encoder of CLIP. two different prompts i.e. “A
photo of class_label” and “A good photo of class_label”.
We prompt the text encoder of CLIP with these two prompts
and compute the average of the output text representations to
get the final representation.

We report the quantitative comparison between two represen-
tations in Table{7] We observe that CLIP representations work
better in most training episodes. It can be attributed to the fact
that GloVe and fastText embeddings are trained on text-only
data whereas CLIP is trained on image-text data hence provid-
ing rich semantic representation which is more useful in FSCIL.

6. Conclusion

In this study, we introduced a novel framework for few-shot
class incremental learning (FSCIL) that leverages language reg-
ularizer and subspace regularizer to seamlessly integrate new



classes with limited data while preserving base class perfor-
mance. Our approach reduces the semantic gap between vi-
sual and textual (class labels) modalities in base model train-
ing by introducing a cross-domain graph Laplacian regular-
izer. The effectiveness of our framework was demonstrated
through comprehensive experiments on various FSCIL bench-
marks in both single-session and multi-session settings, where
it achieved state-of-the-art performance. We have used an aver-
age of two prompt embeddings for obtaining semantic embed-
dings for class labels, however, future works can explore more
on designing better prompts and ensembling these prompts. Fi-
nally, we have used CLIP as Vision-Language model in this
paper, although similar models such as BLIP (Li et al.|[2022) or
FLIP (L1 et al.,[2023)) can also be used.
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