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Abstract

Reed-Solomon (RS) codes are constructed over a finite field that have been widely employed in storage
and communication systems. Many fast encoding/decoding algorithms such as fast Fourier transform (FFT) and
modular approach are designed for RS codes to reduce the encoding/decoding complexity defined as the number of
XORs involved in the encoding/decoding procedure. In this paper, we present the construction of RS codes over the
cyclic polynomial ring F2[x]/(1+x+ . . .+xp−1) and show that our codes are maximum distance separable (MDS)
codes. Moreover, we propose the FFT and modular approach over the ring that can be employed in our codes for
encoding/decoding complexity reduction. We show that our codes have 17.9% encoding complexity reduction and
7.5% decoding complexity reduction compared with RS codes over finite field, for (n, k) = (2048, 1984).

I. INTRODUCTION

Reed-Solomon (RS) codes are a class of maximum distance separable (MDS) codes that have been
widely employed in communication and storage systems [1]. An (n, k) RS code encodes k data symbols
to obtain the n codeword symbols over the field F2q , where n, k, q are positive integers, n > k and n ≤ 2q.
In general, we can construct RS codes by choosing the Vandermonde matrix as generator matrix and the
codes are MDS if and only if n ≤ 2q.

Encoding/decoding complexity defined as the total number of XORs involved in the encoding/decoding
(error correction) procedure is the key metric for RS codes. Field addition and field multiplication are two
basic operations in the encoding/decoding procedure, where one field addition over F2q requires q XORs
and one field multiplication over F2q requires much more XORs. Many fast encoding/decoding algorithms
[2]–[10] have been proposed for encoding/decoding complexity reduction. We can divide the existing
fast encoding/decoding algorithms into two methods. One method is to reduce the number of basic field
operations, including addition and multiplication operations, such as [2]–[5]. To the best of our knowledge,
the fast Fourier transform (FFT) and modular approach [4] achieve the best asymptotic number of field
operations, where the number of field operations involved in encoding procedure is O(n log(n−k)) and the
number of field operations involved in decoding procedure is O(n log(n−k)+(n−k) log2(n−k)). Another
method [6]–[10] is to construct RS codes over the cyclic polynomial ring F2[x]/(1+x+. . .+x

p−1) or more
general ring that can avoid the expensive field multiplication. We will present new fast encoding/decoding
algorithms for RS codes by jointly considering the above two methods.

The main contributions of the paper are summarized as follows. First, we propose RS codes over the
cyclic polynomial ring F2[x]/(1 + x+ . . .+ xp−1) and show that our codes are MDS codes. Second, we
propose fast encoding/decoding algorithms for our codes by employing the FFT and modular approach
over the ring F2[x]/(1 + x + . . . + xp−1) in the encoding/decoding procedure. We show that our codes
can achieve the best asymptotic number of field operations required in the encoding/decoding procedure.
Third, we evaluate the encoding/decoding complexity for our codes and the RS codes over finite field to
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show that our codes have lower encoding/decoding complexity. Specifically, our codes can reduce 17.9%
encoding complexity and 7.5% decoding complexity compared with RS codes over the field F211 with the
fast encoding/decoding algorithms in [4], for (n, k) = (2048, 1984).

II. RS CODES OVER CYCLIC POLYNOMIAL RING

In this section, we present the construction of our RS codes over the cyclic polynomial ring F2[x]/(1+
x + . . . + xp−1), where p is an odd number. Then we show our codes are MDS codes. Throughout the
paper, we use the notation Mp(x) = 1 + x+ . . .+ xp−1 and [t] = {1, 2, . . . , t} for positive integer t. Let
|S| be the number of elements in set S.

A. Construction

We denote the ring F2[x]/(Mp(x)) by Rp and our codes are operated over Rp, where p is an odd
number. We can factorize Mp(x) as a product of t distinct irreducible polynomials over F2, i.e.,

Mp(x) =
t

∏

i=1

pi(x),

where t ≥ 1 and pi(x) ∈ F2[x] for i ∈ [t].
By the Chinese remainder theorem, the ring Rp is isomorphic to the direct sum of the t fields

F2[x]/(p1(x)), F2[x]/(p2(x)), . . ., F2[x]/(pt(x)) [11, Theorem 6]. The isomorphism Φ : Rp →
(F2[x]/(p1(x)), . . . ,F2[x]/(pt(x))) is defined by

Φ(r(x)) = (r(x) mod p1(x), . . . , r(x) mod pt(x)), (1)

where r(x) ∈ Rp. For element r ∈ Rp, denote the i-th component of Φ(r) as r(i), i.e., Φ(r) =
(r(1), r(2), . . . , r(t)). We can directly obtain the following result without proof.

Lemma 1. The polynomial r(x) ∈ Rp is invertible if and only if ∀i ∈ [t], r(x) 6≡ 0 (mod pi(x)).

Next, we provide the definition of our (n = 2m, k = 2m − 2µ) RS codes over Rp, where m =
gcd(deg(p1(x)), . . . , deg(pt(x))) and µ ∈ {0, 1, . . . , m− 1}.

For i = 1, 2, . . . , t, since |F2[x]/(pi(x))| = 2deg(pi) and m | deg(pi), there exists a unique subfield
of size 2m in F2[x]/(pi(x)). We choose a basis of the subfield and denote it as {v

(i)
j }j=0,1,...,m−1. For

j = 0, 1, . . . , m− 1, let vj = Φ−1(v
(1)
j , v

(2)
j , . . . , v

(t)
j ), where Φ−1 is the inverse mapping of Φ which is in

Eq. (1). For l = 0, 1, . . . , 2m − 1, define

ωl = l0v0 + l1v1 + . . .+ lm−1vm−1, (2)

where l0, l1, . . . , lm−1 ∈ {0, 1} and (l0, l1, . . . , lm−1) is the binary representation of l.
Given the k data symbols g0, g1, . . . , gk−1 ∈ Rp, we will proof in Theorem 2 that there exists a

polynomial f(x) =
∑k−1

i=0 fix
i ∈ Rp[x] such that f(ω2µ+i) = gi for i = 0, 1, . . . , k − 1 and we define the

n codeword symbols as
(f(ω0), f(ω1), . . . , f(ωn−1)),

thus our codes are systematic codes. The codes defined above can be viewed as replacing the data symbols
with {fi}

k−1
i=0 and constructing codes by the generator matrix











1 1 · · · 1
ω0 ω1 · · · ωn−1

...
...

. . .
...

ωk−1

0
ωk−1

1
· · · ωk−1

n−1











. (3)



For l = 0, 1, . . . , n − 1, denote Φ(ωl) = (ω
(1)
l , ω

(2)
l , . . . , ω

(t)
l ). We can compute that ω(i)

l = l0v
(i)
0 +

l1v
(i)
1 + . . . + lm−1v

(i)
m−1, where i = 1, 2, . . . , t and (l0, l1, . . . , lm−1) is the binary representation of l. The

next theorem shows that our codes are well-defined and are MDS codes.

Theorem 2. Our codes are well-defined and are MDS codes.

Proof: Firstly, we proof that the determinant of any k × k submatrix of the generator matrix in Eq.
(3) is invertible in Rp. This is equivalent to show that the determinant

∏

0≤l<t≤k−1

(ωjl − ωjt)

is invertible in Rp, where 0 ≤ j0 ≤ j1 ≤ · · · ≤ jk−1 ≤ n − 1. And it is equivalent to proof that
∀ 0 ≤ i < j ≤ n− 1, ωi − ωj is invertible in Rp. For any j 6= k, we can show

ωj − ωk ≡ ω
(i)
j − ω

(i)
k 6≡ 0 (mod pi(x)), ∀i ∈ [t],

by the fact that the binary representations of j and k are different and v
(i)
0 , v

(i)
1 , . . . , v

(i)
m−1 are linearly

independent for any i ∈ [t]. Therefore, ωj − ωk is invertible by Lemma 1, and the determinant of any
k × k submatrix of the generator matrix in Eq. (3) is invertible in Rp.

Given the k data symbols g0, g1, . . . , gk−1 ∈ Rp, finding a polynomial f(x) =
∑k−1

i=0 fix
i ∈ Rp[x] such

that f(ω2µ+i) = gi for i = 0, 1, . . . , k − 1 is equivalent to solving the equation








f0
f1
...

fk−1
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1 1 · · · 1
ωn−k ωn−k+1 · · · ωn−1

...
...

. . .
...

ωk−1
n−k ωk−1

n−k+1 · · · ωk−1
n−1









=









g0
g1
...

gk−1









. (4)

Since the determinant of any k×k submatrix of the generator matrix in Eq. (3) is invertible, the polynomial
f(x) exists and is unique, thus our codes are well-defined.

Similar to the proof in [6], our codes are MDS codes if and only if the determinant of any k × k
submatrix of the generator matrix in Eq. (3) is invertible in Rp. Therefore, our codes are MDS codes.

III. ENCODING AND DECODING METHODS

In this section, we present FFT and the inverse FFT (IFFT) algorithms over Rp. Then the encod-
ing/decoding algorithms based on FFT and modular approach for our codes are presented. By a small
abuse of the notation, we use the same indeterminate α when referring to polynomials as elements in Rp

or F2[x]/(pi(x)), ∀i ∈ [t]. When the modulo operation is applied to a vector, it represents performing the
modulo operation on each component.

For simplicity, we assume m = deg(p1(x)) = deg(p2(x)) = · · · = deg(pt(x)) in this section, in which
case the subfield generated by {ω

(i)
l }l=0,1,...,n−1 is identical to F2[x]/(pi(x)) for i = 1, 2, . . . , t. Otherwise,

the same argument holds by replacing F2[x]/(pi(x)) with the subfield generated by {ω
(i)
l }l=0,1,...,n−1 for

i = 1, 2, . . . , t.

A. FFT and IFFT Algorithms over {F2[x]/(pi(x))}i∈[t] and Rp

The FFT and IFFT algorithms over {F2[x]/(pi(x))}i∈[t] and Rp are presented as follows.
(1) [FFT and IFFT Algorithms over {F2[x]/(pi(x))}i∈[t]]



For i = 1, 2, . . . , t, the subspace polynomial [12] over F2[x]/(pi(x)) is defined by s(i)τ (x) =
2τ−1
∏

l=0

(x−

ω
(i)
l ) for τ = 0, 1, . . . , m. For l = 0, 1, . . . , 2m − 1, define

X
(i)

l (x) =
s
(i)
0 (x)l0s

(i)
1 (x)l1 · · · s

(i)
m−1(x)

lm−1

s
(i)
0 (v

(i)
0 )l0s

(i)
1 (v

(i)
1 )l1 · · · s

(i)
m−1(v

(i)
m−1)

lm−1

,

where (l0, l1, . . . , lm−1) is the binary representation of l. To avoid confusion, we use α instead of
x to denote F2[x]/(pi(x)) when it comes to polynomial ring (F2[α]/(pi(α)))[x]. Since the degree
of X

(i)

l (x) is l for l = 0, 1, . . . , 2m − 1, the set X
(i)

= {X
(i)

0 , X
(i)

1 , . . . ,X
(i)

2m−1} is a basis of
(F2[α]/(pi(α)))[x]/(x

2m − x). For any τ ∈ {0, 1, . . . , m}, any f(x) ∈ (F2[α]/(pi(α)))[x] with

deg(f(x)) < 2τ can be uniquely represented as the linear combination f(x) =
2τ−1
∑

l=0

flX
(i)

l (x). The

vector f = (f0, f1, . . . , f2τ−1) is the coordinate vector of f(x) with respect to the basis X
(i)

. Then
the FFT over the field F2[x]/(pi(x)), denoted by FFT

X
(i) , is defined by

FFT
X

(i)(f, τ, β) = (f(ω
(i)
0 + β), f(ω

(i)
1 + β), . . . , f(ω

(i)
2τ−1 + β)),

where β ∈ F2[x]/(pi(x)).
Since the set {ω(i)

0 , ω
(i)
1 , . . . , ω

(i)
2m−1} forms a finite field of size 2m and ω(i)

l = l0v
(i)
0 + l1v

(i)
1 + . . .+

lm−1v
(i)
m−1 holds, FFT

X
(i) is well-defined and can be calculated by [4, Algorithm 2].

(2) [FFT and IFFT Algorithms over Rp]

Similarly, define sτ (x) =
2τ−1
∏

l=0

(x− ωl) ∈ Rp[x] for τ = 0, 1, . . . , m. For l = 0, 1, . . . , 2m − 1, define

X l(x) =
s0(x)

l0s1(x)
l1 · · · sm−1(x)

lm−1

s0(v0)l0s1(v1)l1 · · · sm−1(vm−1)lm−1
,

where (l0, l1, . . . , lm−1) is the binary representation of l. Since we proved that for any i 6= j, ωi−ωj

is invertible in Rp in Theorem 2, we can show that si(vi) is invertible in Rp for i = 0, 1, . . . , m−1.
Therefore, X l(x) is well defined, the degree of X l(x) is l and the leading coefficient is invertible.
Then the set X = {X0, X1, . . . ,X2m−1} forms a basis of Rp[x]/(x

2m − x). Similarly, for any
τ ∈ {0, 1, . . . , m} and f(x) ∈ Rp[x] with deg(f(x)) < 2τ , the coordinate vector of f(x) with
respect to the basis X is denoted as f . Then the FFT over Rp, denoted by FFTX , is defined by

FFTX(f, τ, β) = (f(ω0 + β), f(ω1 + β), . . . , f(ω2τ−1 + β)),

where β ∈ Rp.
Next we provide the algorithm for computing FFTX(f, τ, β) and prove its correctness. The FFT

algorithm over Rp is presented in Algorithm 1, where f(x) =
2τ−1
∑

l=0

flX l(x) ∈ Rp[x] and deg(f(x)) <

2τ . We proof in Theorem 3 that Algorithm 1 exactly output FFTX(f, τ, β).
Theorem 3. Algorithm 1 exactly output FFTX(f, τ, β) = (f(ω0+β), f(ω1+β)), . . . , f(ω2τ−1+β)).

Proof: Denote Φ(fj) = (f
(1)
j , f

(1)
j , . . . , f

(t)
j ) for j = 0, 1, . . . , 2τ −1 and Φ(β) = (β(1), β(2), . . . , β(t)).

For i = 1, 2, . . . , t, define f (i)(x) =
2τ−1
∑

j=0

f
(i)
j X

(i)

j (x) and denote f (i) = (f
(i)
0 , f

(i)
1 , . . . , f

(i)
2τ−1) as the

coefficient vector of f (i)(x) with respect to the basis X
(i)

.
For i = 1, 2, . . . , t, taking all elements in the computation process modulo pi(α) component-wise,
the input is f (i) = (f

(i)
0 , f

(i)
1 , . . . , f

(i)
2τ−1). Therefore, the input of Algorithm 1 is identical to the input

of FFT
X

(i)(f (i), τ, β(i)) in [4, Algorithm 2] when taken modulo pi(α).



Algorithm 1 FFTX(f, τ, β) over Rp

Require: f = (f0,f1,. . . ,f2τ−1), τ , β
Ensure: (f(ω0 + β), f(ω1 + β)), . . . , f(ω2τ−1 + β))

1: if τ = 0 then

2: return f0
3: end if

4: for l = 0,1,. . . ,2τ−1 − 1 do

5: a0l = fl +
sτ−1(β)

sτ−1(vτ−1)
fl+2τ−1

6: a1l = a0l + fl+2τ−1

7: end for

8: a0 = (a00, a
0
1, . . . , a

0
2τ−1−1), a

1 = (a10, a
1
1, . . . , a

1
2τ−1−1)

9: A0 = FFTX(a
0, τ − 1, β), A1 = FFTX(a

1, τ − 1, vτ−1 + β)
10: return (A0, A1)

For i = 1, 2, . . . , t, it is straightforward to verify that the intermediate steps of this algorithm are
also identical to the FFT

X
(i)(f (i), τ, β(i)) algorithm in [4, Algorithm 2] under modulo pi(α) by the

following equation
sτ−1(β)

sτ−1(vτ−1)
≡

s
(i)
τ−1(β

(i))

s
(i)
τ−1(v

(i)
τ−1)

(mod pi(α)).

Based on the above discussion, the output of Algorithm 1 is equivalent to the output of
FFT

X
(i)(f (i), τ, β(i)) under modulo pi(α) for i = 1, 2, . . . , t. Assuming the output of Algorithm 1 is

(r1, . . . , r2τ−1), then we have

(r1, . . . , r2τ−1) ≡ (f (i)(ω
(i)
0 + β(i)), f (i)(ω

(i)
1 + β(i))), . . . , f (i)(ω

(i)
2τ−1 + β(i))) (mod pi(α)). (5)

Since Φ is a ring isomorphism, it must be the case that rj = Φ−1(f (1)(ω
(1)
j + β(1)), f (2)(ω

(2)
j +

β(2)), . . . , f (t)(ω
(t)
j + β(t))) = f(ωj + β) for j = 0, 1, . . . , 2τ − 1. Therefore Algorithm 1 exactly

output (r1, . . . , r2τ−1) = (f(ω0 + β), f(ω1 + β), . . . , f(ω2τ−1 + β)).

The IFFT algorithm over {F2[x]/(pi(x))}i∈[t] and Rp can be defined similarly.

B. Encoding Algorithm

Given the k data symbols g0, g1, . . . , gk−1 ∈ Rp, there exists f(x) =
∑k−1

i=0 fix
i ∈ Rp[x] such that

f(ω2µ+i) = gi for i = 0, 1, . . . , k − 1 by the construction in Section II. For j = 1, 2, . . . , 2m−µ, denote

Fj = (f(ω(j−1)·2µ), f(ω(j−1)·2µ+1), . . . , f(ωj·2µ−1)).

By the definition of our codes, F1 are the 2µ parity symbols and F2, F3, . . . , F2m−µ are the 2m − 2µ data
symbols. Then we only need to compute the parity symbols F1.

For any f(x) ∈ Rp[x] with deg(f(x)) = d, i.e., f(x) =
d
∑

j=0

fjx
j , denote f (i)(x) ∈ (F2[α]/(pi(α)))[x]

by

f (i)(x) =

d
∑

j=0

f
(i)
j xj , (6)

where i = 1, 2, . . . , t and Φ(fj) = (f
(1)
j , f

(2)
j , . . . , f

(t)
j ) for j = 0, 1, . . . , d.



For i = 1, 2, . . . , t and j = 1, 2, . . . , 2m−µ, define F (i) = (f (i)(ω
(i)
0 ), f (i)(ω

(i)
1 ), . . . , f (i)(ω

(i)
n−1)) and

F
(i)
j = (f (i)(ω(j−1)·2µ), f

(i)(ω(j−1)·2µ+1), . . . , f
(i)(ωj·2µ−1)).

For i = 1, 2, . . . , t, F (i) is a codeword of RS codes over the field F2[x]/(pi(x)) whose data symbols are
{F

(i)
j }2

m−µ

j=2 . The next Lemma shows the formula for calculating F1.

Lemma 4. The parity symbols of our RS codes can be calculated as follows,

F1 = FFTX(IFFTX(F2, µ, ω2µ) + · · ·+ IFFTX(F2m−µ , µ, ω2m−2µ), µ, 0).

Proof: By the definition of FFTX and FFT
X

(i) , the following equation can be concluded for any
f ∈ Rp[x] and i ∈ [t],

FFTX(f, µ, β) ≡ FFT
X

(i)(f (i), µ, β(i)) (mod pi(α)), (7)

where f (i) denotes the coordinate vector of f (i)(x) with respect to the basis X
(i)

and modulo is taken
component-wise.

Similarly,
IFFTX(f, µ, β) ≡ IFFT

X
(i)(f (i), µ, β(i)) (mod pi(α)). (8)

Therefore, applying these two equations iteratively yields

FFTX(IFFTX(F2, µ, ω2µ) + . . .+ IFFTX(F2m−µ , µ, ω2m−2µ), µ, 0)

≡FFT
X

(i)(IFFT
X

(i)(F
(i)
2 , µ, ω

(i)
2µ ) + . . .+ IFFT

X
(i)(F

(i)
2m−µ , µ, ω

(i)
2m−2µ), µ, 0) (mod pi(α)).

(9)

For i ∈ [t], since F (i) is a codeword of RS codes over the field F2[x]/(pi(x)) and F (i)
2 , F

(i)
3 , . . . , F

(i)
2m−µ

are data symbols, then the following equation holds for i ∈ [t] by [13, Lemma 10].

F
(i)
1 =FFT

X
(i)(IFFT

X
(i)(F

(i)
2 , µ, ω

(i)
2µ ) + . . .+ IFFT

X
(i)(F

(i)
2m−µ , µ, ω

(i)
2m−2µ), µ, 0). (10)

By Eq. (9) and (10), we have

F1 ≡ F
(i)
1 ≡ FFTX(IFFTX(F2, µ, ω2µ) + . . .+ IFFTX(F2m−µ , µ, ω2m−2µ), µ, 0) (mod pi(α)),

for i ∈ [t]. Therefore, the lemma is proved.

C. Decoding Algorithm

In [4], there are two algorithms for decoding RS codes based on FFT and modular approach, i.e., the
frequency-domain modular approach (FDMA) and the fast modular approach (FMA). In this section, we
will generalize the FDMA algorithm to our codes, and a similar generalization can be applied to the FMA
algorithm.

Assume that the received vector over Rp is represented as

r = F + e = (f(ω0), f(ω1), . . . , f(ω2m−1)) + (e0, e1, . . . , e2m−1),

where e = (e0, e1, . . . , e2m−1) is the error pattern. Correspondingly, for i = 1, 2, . . . , t, the received vector
over the field F2[x]/(pi(x)) is represented as r(i) = F (i) + e(i) = (f (i)(ω

(i)
0 ), f (i)(ω

(i)
1 ), . . . , f (i)(ω

(i)
2m−1)) +

(e
(i)
0 , e

(i)
1 , . . . , e

(i)
2m−1), where e(i) = (e

(i)
0 , e

(i)
1 , . . . , e

(i)
2m−1) and Φ(ej) = (e

(1)
j , e

(2)
j , . . . , e

(t)
j ) for j = 0, 1, . . . ,

2m − 1.
Since F (i) = (f (i)(ω

(i)
0 ), f (i)(ω

(i)
1 ), . . . , f (i)(ω

(i)
2m−1)) is the codeword of RS codes over F2[x]/(pi(x)) for

i = 1, 2, . . . , t, the trivial approach is to use the FDMA algorithm in [4] to decode t RS codes to obtain
the codewords {F (i)}i∈[t], then use Φ−1 to obtain the original codeword F . However, this method performs
multiplication in the fields {F2[x]/(pi(x))}i∈[t], which has a higher multiplication complexity than in the
cyclic polynomial ring. Our idea is to merge the decoding procedures over the t fields {F2[x]/(pi(x))}i∈[t]
and perform all multiplications in the cyclic polynomial ring without the need for modular decomposition.

We will present the algorithm in five steps:



1) Syndrome: For i ∈ [t] and l = 0, 1, . . . , 2m − 1, define

pl = s0(v0)
l0s1(v1)

l1 . . . sm−1(vm−1)
lm−1 ,

p
(i)
l = s

(i)
0 (v

(i)
0 )l0s

(i)
1 (v

(i)
1 )l1 . . . s

(i)
m−1(v

(i)
m−1)

lm−1 ,

where (l0, l1, . . . , lm−1) is the binary representation of l.
Denote the coordinate vector of the syndrome polynomial u(x) with respect to X as u, then combined

with the following Lemma 5, we show that we can compute u by

u =
2m−µ−1
∑

i=0

IFFTX(ri, µ, ωi·2µ)/p2m−2µ,

where ri = (ri·2µ , ri·2µ+1, . . . , ri·2µ+2µ−1) for i = 0, 1, . . . , 2m−µ − 1. Subsequently, the syndrome
{u(ωi)}

2µ−1
i=0 is computed by FFTX(u, µ, 0).

Next Lemma shows the relationship between the obtained syndromes and the corresponding syndromes
of t RS codes over fields.

Lemma 5. For i = 0, 1, . . . , t, denote u(i,field)(x) as the syndrome polynomial of the RS code over the

field F2[x]/(pi(x)) whose coordinate vector with respect to X
(i)

is denoted as u(i,field), then

u(ωj) ≡ u(i,field)(ω
(i)
j ) (mod pi(α)), j = 0, 1, . . . , 2µ − 1.

Proof: By [4, Eq.9], for i = 1, 2, . . . , t, u(i,field) can be computed by

u(i,field) =
2m−µ−1
∑

j=0

IFFT
X

(i)(r
(i)
j , µ, ω

(i)
j·2µ)/p

(i)
2m−2µ ,

where r(i)j = (r
(i)
j·2µ, r

(i)
j·2µ+1, . . . , r

(i)
j·2µ+2µ−1) for i = 1, 2, . . . , t and j = 0, 1, . . . , 2m−µ−1. For i = 1, 2, . . . , t,

applying Eq. (7) and (8) to the definition of u iteratively, we obtain

u ≡

2m−µ−1
∑

j=0

IFFT
X

(i)(r
(i)
j , µ, ω

(i)
j·2µ)/p

(i)
2m−2µ ≡ u(i,field) (mod pi(α)),

Therefore, u(x) ≡ u(i,field)(x(i)) (mod pi(α)) for i = 1, 2, . . . , t and the lemma is proved.
2) Solving the Key Equation by FDMA: Given the syndrome {u(ωi)}i=0,1,...,2µ−1, the FDMA algo-

rithm outputs (λ(x), z(x)), where λ(x) is the error locator polynomial and z(x) is the error evaluation
polynomial.

The FDMA algorithm corresponding to our codes is presented in Algorithm 2, in which I is the indicator

function (i.e., IA(x) =

{

x, if A is true;

0, if A is false.
) and the extended IFFT algorithm is identical to [4, Algorithm

5]. In Algorithm 2, for i = 1, 2, . . . , t and ri ∈ F2[x]/(pi(x)), Φ−1(r1, . . . , rt) can be computed as follows
by the inverse mapping of the Chinese remainder theorem:

Φ−1(r1, . . . , rt) =
t

∑

i=1

ri ·
Mp(α)

pi(α)

[

(

Mp(α)

pi(α)

)−1
]

pi

,

where

[

(

Mp(α)
pi(α)

)−1
]

pi

represents the inverse of Mp(α)
pi(α)

in F2[α]/(pi(α)). Since Mp(α)
pi(α)

[

(

Mp(α)
pi(α)

)−1
]

pi

can be

computed in advance, computing Φ−1 requires t multiplications in Rp. The correctness of the extended
IFFT algorithm used in Algorithm 2 can be proved similarly to the FFT algorithm.



Algorithm 2 FDMA over Rp

Require: {ωi, u(ωi)}, i = 0, 1, . . . , 2µ − 1.
Ensure: (λ(x), z(x)) that are represented with respect to X and rank[λ(i)(x), z(i)(x)], i ∈ [t].

1: Initialize: d0i = u(ωi−1), g0i = 1, for i = 1, 2, . . . , 2µ, W (ωi) = 0, V (ωi) = 0, i = 0, 1, . . . , 2µ−1,
r01,(k) = 0, r02,(k) = 1, k ∈ [t].

2: for j = 1, 2, . . . , 2µ do

3: for k = 1, 2, . . . , t do

4: if gj−1
j ≡ 0 (mod pk(α)) or (dj−1

j ≡ 0 (mod pk(α)) and rj−1
1,(k) < rj−1

2,(k)) then

5: Flag(k) = 1.
6: rj1,(k) = rj−1

2,(k), r
j

2,(k) = rj−1
1,(k) + 2

7: else

8: Flag(k) = 2.
9: rj1,(k) = rj−1

1,(k), r
j

2,(k) = rj−1
2,(k) + 2

10: end if

11: ψ21 = Φ−1(IFlag(1)=1(ω
(1)
i − ω

(1)
j−1), IFlag(2)=1(ω

(2)
i − ω

(2)
j−1), . . . , IFlag(t)=1(ω

(t)
i − ω

(t)
j−1))

12: ψ22 = Φ−1(IFlag(1)=2(ω
(1)
i − ω

(1)
j−1), IFlag(2)=2(ω

(2)
i − ω

(2)
j−1), . . . , IFlag(t)=2(ω

(t)
i − ω

(t)
j−1))

13: Ψj(ωi)=

(

−gj−1
j dj−1

j

ψ21 ψ22

)

, i = 0, 1, .., 2µ − 1

14: end for

15: for i = j + 1, j + 2, . . . , 2µ do

16:

(

dji
gji

)

= Ψj(ωi−1)

(

dj−1
i

gj−1
i

)

17: end for

18: for i = 0, 1, . . . , 2µ−1 do

19:

(

W (ωi)
V (ωi)

)

= Ψj(ωi)

(

W (ωi)
V (ωi)

)

20: end for

21: end for

22: for k = 1, 2, . . . , t do

23: if r2
µ

1,(k) > r2
µ

2,(k) then

24: λ(k)(ωi) = V (ωi), i = 0, 1, . . . , 2µ−1.
25: else

26: λ(k)(ωi) = W (ωi), i = 0, 1, . . . , 2µ−1.
27: end if

28: end for

29: λ(ωi) = Φ−1(λ(1)(ωi), λ
(2)(ωi), . . . , λ

(t)(ωi)), i = 0, 1, . . . , 2µ−1.
30: z(ωi) = λ(ωi)u(ωi), i = 0, 1, . . . , 2µ−1.
31: λ(x) = extended IFFTX((λ(ω0), . . . , λ(ω2µ−1)), µ− 1, 0)
32: z(x) = extended IFFTX((z(ω0), . . . , z(ω2µ−1)), µ− 1, 0)
33: return (λ(x), z(x)) and rank[λ(i)(x), z(i)(x)]=min(r2

µ

1,(i),r
2µ

2,(i)), i ∈ [t].



The next Lemma 6 shows the relationship between the obtained error locator polynomial and the error
evaluation polynomial to the corresponding two polynomials of t RS codes over fields, which shows the
rationality of our FDMA algorithm.

Lemma 6. For i = 1, 2, . . . , t, denote the error locator polynomial of RS codes over F2[x]/(pi(x)) as

λ(i,field)(x) and denote the corresponding error evaluation polynomial as z(i,field)(x), then (λ(x), z(x))
obtained by our FDMA algorithm in Algorithm 2 satisfies:

λ(x) ≡ λ(i,field)(x(i)) (mod pi(α)),

z(x) ≡ z(i,field)(x(i)) (mod pi(α)).

Proof: For i = 1, 2, . . . , t, if all elements in the computation process are taken modulo pi(α)
component-wise, the input is the same as the input for the FDMA algorithm over F2[x]/(pi(x)) as described
in [4, Algorithm 4] due to Lemma 5. Furthermore, it can be verified that steps 1-30 are also the same as
in the FDMA over F2[x]/(pi(x)) when taken modulo pi(α). Therefore, we obtain

λ(ωj) ≡ λ(i,field)(ω
(i)
j ) (mod pi(α)), (11)

where j = 0, 1, . . . , 2µ−1.
Similar to Eq. (7), we can obtain the following property of extended IFFT. For any f ∈ Rp[x] and

i ∈ [t], the following holds:

extended IFFTX(f, µ, β) ≡ extended IFFT
X

(i)(f (i), µ, β(i)) (mod pi(α)). (12)

Therefore, combining Eq. (11) and Eq. (12), we have:

λ(x) =extended IFFTX((λ(ω0), . . . , λ(ω2µ−1)), µ− 1, 0)

≡extended IFFT
X

(i)((λ(i,field)(ω
(i)
0 ), . . . , λ(i,field)(ω

(i)

2µ−1)), µ− 1, 0)

≡λ(i,field)(x(i)) (mod pi(α)),

where the last equation is obtained by Step 23 in [4, Algorithm 4]. The equation for z(x) can be similarly
proved.

3) Chein search: The Chein search algorithm to find the error locations corresponding to our codes is
given by Algorithm 3. Assuming the set of error locations for RS codes over the field F2[x]/(pi(x)) is
denoted as E(i,true), and the set of error locations obtained by our Chein search algorithm is denoted as
E(i) for i ∈ [t].

The next Lemma shows that E(i,true) = E(i) for i ∈ [t], which shows the rationality of our Chein search
algorithm.

Lemma 7. E(i,true) = E(i) for i ∈ [t].

Proof: By Lemma 6, it can be deduced that λ(ωj) ≡ λ(i,field)(ω
(i)
j ) (mod pi(α)) for i = 1, 2, . . . , t

and j = 0, 1, . . . , 2m−1. Therefore, Algorithm 3 indeed computes the roots of λ(i,field) on F2[x]/(pi(x)) =

{ω
(i)
j }j=0,1,...,2m−1 for i ∈ [t], which are exactly the error locations for RS codes over F2[x]/(pi(x)). This

establishes the proof that E(i,true) = E(i) for i ∈ [t].
4) Formal Derivative: The algorithm for formal derivative is identical to that in [13], which computes

the derivative λ′(x) of the error locator polynomial λ(x).



Algorithm 3 Chein search algorithm over Rp

Require: λ = (λ0, λ1, . . . , λ2µ−1)
Ensure: the set of error locations E(i) for i ∈ [t]

1: for l = 0, 1, . . . , 2m−µ − 1 do

2: (λ(ωl·2µ), . . . , λ(ωl·2µ+2µ−1))=FFTX(λ, µ, ωl·2µ)
3: for i = 1, 2, . . . , t do

4: for j = l · 2µ, . . . , l · 2µ + 2µ − 1 do

5: if λ(ωj) ≡ 0 (mod pi(α)) then

6: Add ωj to the set E(i)

7: end if

8: end for

9: end for

10: end for

11: for i = 1, 2, . . . , t do

12: λ(i)(x) = λ(x) (mod pi(α))
13: if deg(λ(i)(x)) > |E(i)| then

14: Uncorrectable error is detected, and the decoding procedure terminates.
15: end if

16: end for

5) Forney’s Formula: We present Forney’s formula for our codes to retrieve the original data symbols
{gl}

k−1
l=0 = {f(ωl)}

2m−1
l=2µ as follows.

For l = 2µ, 2µ + 1, . . . , 2m − 1, if ωl /∈ ∪iE
(i), it implies that there is no error at ωl. Therefore, let

f(ωl) = r(ωl). Otherwise, calculate h(ωl) = z(ωl)
λ′(ωl)sµ(ωl)

and e(ωl) = Φ−1(Il∈E(1)h(ωl), . . . , Il∈E(t)h(ωl)),

then let f(ωl) = r(ωl) + e(ωl). The next theorem shows that the obtained {f(ωl)}
2m−1
l=2µ are indeed the

original data symbols.

Theorem 8. If the number of errors is no larger than the error correction capability, then our decoding

algorithm can retrieve the original data symbols.

Proof: It can be verified by Lemma 6 that the steps of Forney’s formula for our codes are equivalent
to the following steps when taken modulo pi(α) for i = 1, 2, . . . , t: For l = 2µ, 2µ + 1, . . . , 2m − 1,

if ωl ∈ E(i), then let f(ωl) = r(i)(ω
(i)
l ) +

z(i)(ω
(i)
l

)

λ(i)′(ω
(i)
l

)s
(i)
µ (ω

(i)
l

)
, otherwise let f(ωl) = r(i)(ω

(i)
l ). By Lemma

7, the steps are indeed the procedure of Forney’s formula over the field F2[x]/(pi(x)) presented in [4].
Therefore for i = 1, 2, . . . , t and l = 2µ, 2µ + 1, . . . , 2m − 1, f(ωl) is the original data symbol of RS
codes over F2[x]/(pi(x)) when taken modulo pi(α), i.e., f(ωl) ≡ f (i)(ω

(i)
l ) (mod pi(α)), which implies

that {f(ωl)}
2m−1
l=2µ obtained by Forney’s formula are indeed the original data symbols of our codes.

We can show that the asymptotic number of addition and multiplication operations involved in the
encoding/decoding procedure of our codes is identical to [4].

IV. REDUCE ENCODING/DECODING COMPLEXITY

In this section, we propose several methods to reduce encoding/decoding complexity by minimizing
the XOR operations required for multiplication in the cyclic polynomial ring Rp.

A. Efficient Multiplication by Circular Shifts

Due to the equation 1 + xp = (1 + x)Mp(x) in F2[x], all multiplication in the ring Rp during
encoding/decoding procedure can be replaced with the multiplication in F2[x]/(1 + xp). It is sufficient
to take the final results of the encoding/decoding procedure modulo Mp(x) to ensure the correctness of



the outcomes. The multiplication in F2[x]/(1 + xp) can be efficiently performed using circular shifts, as
outlined in Algorithm 4, where [a]p represents the integer b ∈ {0, 1, . . . , p− 1} such that a ≡ b (mod p).

Algorithm 4 Multiplication in F2[x]/(1 + xp)

Require: f(α) =
p−1
∑

i=0

fiα
i, g(α) =

p−1
∑

i=0

giα
i

Ensure: h(α) =
p−1
∑

i=0

hiα
i = f(α)g(α)

1: for i = 0, 1, . . . , p− 1 do

2: if fi = 1 then

3: for j = 0, 1, . . . , p− 1 do

4: h[i+j]p = h[i+j]p + gj
5: end for

6: end if

7: end for

In comparison to the field multiplication where additional modulo operations are required after polyno-
mial multiplication, multiplication in the ring F2[x]/(1 + xp) involves fewer XOR operations.

B. Preprocessing in the Ring F2[x]/(1 + xp)

According to Algorithm 4, the more zeros in the coefficients of f(α) ∈ F2[x]/(1 + xp), the fewer
XOR operations are needed. Therefore, we present the following preprocessing steps: Iterate through the
p coefficients of f(α) and count the number of zeros, denoted as n. If n < p

2
, then let f1(α) = f(α)+Mp(α)

and replace f with f1, resulting in p − n zeros in the coefficients of f1(α), which is more than before
preprocessing. Since f(α)g(α) ≡ f1(α)g(α) (mod Mp(α)) holds, the preprocessing does not affect the
correctness.

We categorize all multiplications into two cases. In the first case, both factors are dependent on the
received codeword and such multiplications are only computed during the FDMA algorithm when calcu-
lating gjj−1d

j−1
i and djj−1g

j−1
i . For this case, it is sufficient to preprocess gjj−1 and djj−1 for j = 1, 2, . . . , 2µ.

The XOR operations involved in preprocessing are counted in the decoding procedure. In the second case,
at least one of the factors is independent of the received codeword and can be computed in advance.
For example, when performing FFT algorithm in Algorithm 1, the factor sτ−1(β)

sτ−1(vτ−1)
can be computed in

advance. Therefore, we preprocess the factor sτ−1(β)
sτ−1(vτ−1)

and the additional XOR operations required are
not counted in the encoding/decoding procedure.

C. Selection of v
(i)
j

Since the selection of v(i)j for j = 0, 1, . . . , m−1 and i = 1, 2, . . . , t only needs to satisfy the conditions
given in II-A, and throughout the encoding/decoding procedure, the majority of multiplications stem
from FFT and IFFT, with nearly identical parameters. Therefore, a meticulous choice of v(i)j for j =
0, 1, . . . , m − 1 and i = 1, 2, . . . , t will be introduced to reduce the number of XORs required for the
multiplication in the FFT and IFFT algorithms.

Taking the computation of the syndrome as an example, it involves calculating IFFTX(ri, µ, ωi·2µ) for
i = 0, 1, . . . , 2m−µ − 1. For each i, there are a total of 1

2
µ2µ multiplications in IFFTX(ri, µ, ωi·2µ). Each

multiplication involves a factor of the form sτ−1(β)
sτ−1(vτ−1)

, where τ = 1, . . . , µ. Assuming cβ represents the

sum of the number of non-zero coefficients of sτ−1(β)
sτ−1(vτ−1)

after preprocessing in all multiplications during
the calculation of IFFTX(r0, µ, β), where the first parameter r0 in IFFT is independent of cβ. The objective

is to minimize
2m−µ−1
∑

i=0

cωi·2µ
. The variables are the bases {v

(i)
j }j=0,1,...,m−1, where i = 1, 2, . . . , t.



When the parameters m and µ of the code are small, an exhaustive algorithm can be employed.
Otherwise, we start by randomly choosing {v

(i)
j }j=0,1,...,µ−1 for i = 1, 2, . . . , t to determine the expression

of sµ−1(x) and the value of vµ−1. The subsequent bases for j = µ, . . . , m − 1 can be determined
by the following approximate algorithm. Let r0 = argminr∈Rp

cr. If r(i)0 is linearly independent of

{v
(i)
j , j = 0, 1, . . . , µ − 1} for all i ∈ [t], then set v(i)µ = r

(i)
0 for i = 1, 2, . . . , t. Otherwise, select the

r that has the second smallest cr and check if it satisfies the condition. Continue this process until all
bases are determined.

V. COMPARISON OF ENCODING/DECODING COMPLEXITY

In this section, we compare the encoding/decoding complexity of our codes with RS codes over finite
fields presented in [4]. First, we discuss the parameters.

Rp is a field if and only if 2 is a primitive element in Fp [6], which occurs when p = 3, 5, 11, 13, 19, · · · .
In this case, we can directly apply the encoding/decoding algorithms for RS codes over fields in [4] and
reduce encoding/decoding complexity by the methods discussed in Section IV. Now, we consider the case
when Rp is not a field. The code lengths of our codes for different p are shown in Table I.

TABLE I
THE CODE LENGTHS OF OUR CODES FOR DIFFERENT p.

p 7 9 15 17 21 23 25

Code Length 23 22 22 28 22 211 24

Due to the code length being much smaller than the size of the ring Rp when the irreducible factorization

of Mp(x) =
t
∏

i=1

pi(x) has a large t, we find that there is no benefit in using our codes in such cases

through numerical experiments. Therefore, the subsequent discussion focuses the case of t = 2 and
deg(p1(x)) = deg(p2(x)), corresponding to p = 7, 17, 23, · · · .

We compare the encoding/decoding complexity for our codes with RS codes over finite fields presented
in [4]. Considering the parameters of our codes: Since |Rp| = 2p−1, each data symbol has p − 1 bits,
and the code length is 2

p−1
2 . For the comparison, RS codes over finite fields have two options. The first

option is to take RS codes defined over F2p−1 , satisfying |F2p−1 | = |Rp|, and the code length can reach
2

p−1
2 . The second option is to divide each data symbol into two parts, each having p−1

2
bits. This enables

encoding/decoding using two RS codes over F
2
p−1
2

with the resulting data symbols, and each RS code

can achieve a code length of 2
p−1
2 . We choose the second approach for comparison because it possesses

lower encoding/decoding complexity.
For the parameters p = 23, m = 11, and µ = 6, we consider our (2048, 1984) RS code over R23 =

F2[x]/(1 + x+ . . .+ x22). The encoding and decoding procedures are performed as described in Section
III and IV. For comparison, two (2048, 1984) RS codes over F2[x]/(1 + x2 + x11) are selected, using the
encoding/decoding algorithms described in [4]. The choice of the irreducible polynomial 1 + x2 + x11 is
made to reduce the number of XORs in field multiplication. The comparisons are carried out by repeatedly
performing encoding and decoding and counting the average number of XORs at each step. Table II shows
the detailed comparisons.

In the encoding/decoding procedure of our codes, we find a choice of {vi}i=0,1,...,m−1 according to the
method in IV-C as follows: v0 = α6, v1 = α5, v2 = α4, v3 = α3, v4 = α7, v5 = α2, v6 = α8 +α3, v7 = α,
v8 = α9 + α8 + α3 + α + 1, v9 = α10 + α9 + α7 + α3 + α2 + α, v10 = α9 + α7 + α3, where α is the
indeterminate of R23.

According to Table II, the proposed algorithm for our codes over the cyclic polynomial ring reduces
the number of XORs by 17.9% during encoding and 7.5% during decoding.



TABLE II
COMPARISON OF THE NUMBER OF XOR OPERATIONS DURING THE ENCODING/DECODING PROCEDURE OF OUR (2048, 1984) CODE

OVER THE RING F2[x]/(1 + x+ . . .+ x22) AND TWO (2048, 1984) RS CODES OVER THE FIELD F2[x]/(1 + x2 + x11).

Steps
Average XOR Operations

RS codes over R23 Two RS codes over field

Encoding 1389200.4 1692843.6

Syndrome 1420710 1736304

Key equation 2081194.8 2210871

Chein search 1489731.4 1482622.4

Formal derivative 44896 30605.6

Forney’s formula 242024.5 250949.2

Total decoding 5278556.7 5711352.2

VI. CONCLUSION

In this paper, we construct RS codes over the cyclic polynomial ring Rp. In addition, we generalize
the encoding/decoding algorithms for RS codes over finite fields in [4] to our codes. We then reduce
encoding/decoding complexity by the structure of the cyclic polynomial ring Rp. Finally, we demonstrate
that our codes can reduce 17.9% encoding complexity and 7.5% decoding complexity compared with the
RS codes over finite fields when (n, k) = (2048, 1984).
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