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#### Abstract

We establish the well/ill-posedness theories for the inviscid $\alpha$-surface quasi-geostrophic ( $\alpha$-SQG) equations in Hölder spaces, where $\alpha=0$ and $\alpha=1$ correspond to the two-dimensional Euler equation in the vorticity formulation and SQG equation of geophysical significance, respectively. We first prove the local-in-time well-posedness of $\alpha$-SQG equations in $\mathcal{C}\left([0, T) ; \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)\right)$ with $\beta \in(\alpha, 1)$ for some $T>0$. We then analyze the strong ill-posedness in $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ constructing smooth solutions to the $\alpha$-SQG equations that exhibit $\mathcal{C}^{0, \alpha}$-norm growth in a short time. In particular, we develop the nonexistence theory for $\alpha$-SQG equations in $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$.
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## 1. Introduction

In this paper, we consider the following inviscid $\alpha$-surface quasi-geostrophic ( $\alpha$-SQG) equations in two dimensions:

$$
\begin{align*}
& \partial_{t} \theta+u \cdot \nabla \theta=0, \quad x \in \mathbb{R}^{2}, t>0 \\
& u=\nabla^{\perp}(-\Delta)^{-1+\frac{\alpha}{2}} \theta \tag{1.1}
\end{align*}
$$

subject to the initial data

$$
\begin{equation*}
\theta(0, x)=\theta_{0}(x), \quad x \in \mathbb{R}^{2} \tag{1.2}
\end{equation*}
$$

for $0 \leq \alpha \leq 2$, where $\nabla^{\perp}$ denotes the perpendicular gradient, i.e. $\nabla^{\perp}=\left(\partial_{x_{2}},-\partial_{x_{1}}\right)$. Here, the velocity field $u$ can be written as

$$
u(t, x)=K_{\alpha} \star \theta(t, x)=c_{\alpha} \int_{\mathbb{R}^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2+\alpha}} \theta(t, y) d y
$$

for some $c_{\alpha}>0$. For simplicity, we set $c_{\alpha}=1$ throughout the paper. The cases $\alpha=0$ and $\alpha=1$ correspond to the two-dimensional Euler equations in the vorticity formulation and SQG equations of geophysical significance, respectively.

[^0]In the last decade, there have been significant developments in the ill-posedness and well-posedness theories of the $\alpha$-SQG equations. To put our study in the proper perspective, we first recall a few of the references from the considerable amount of literature available on the well/ill-posedness theories within the framework of the $H^{s}$ Sobolev space. The local-in-time well-posedness in $H^{s}\left(\mathbb{R}^{2}\right)$ spaces with $s>\alpha+1$ is established in 8 ] for $\alpha \in(0,2)$. In 9 and [25], the local well-posedness of the logarithmic inviscid regularization of SQG equations is obtained in the borderline Sobolev space $H^{\alpha+1}\left(\mathbb{R}^{2}\right)$ with $\alpha \in[0,1]$ and $\alpha \in(1,2)$, respectively. More recently, in [11, 22, strong ill-posedness in the borderline space is studied in the case of $\alpha=1$, see also [4]. Even though there have been rigorous constructions of non-trivial global-in-time solutions [2, 5, 6, 7, 17, 18, 19, 20, the question of whether finite-time singularities emerge from initial data in $H^{s}\left(\mathbb{R}^{2}\right)$ for $s>\alpha+1$ remains open. Beyond the Sobolev spaces, there are results on ill-posedness and well-posedness theories in $\mathcal{C}^{k, \beta}\left(\mathbb{R}^{2}\right)$ spaces. Local well-posedness in $\mathcal{C}^{k, \beta} \cap L^{q}$ with $k \geq 1, \beta \in(0,1)$, with $q>1$ has been established for SQG [31, with recent improvements removing the $L^{q}$ regularity requirement [1]. On the other hand, it was established by [22] and [11] that the SQG equations $(\alpha=1)$ is strong ill-posedness in $\mathcal{C}^{1}\left(\mathbb{R}^{2}\right)$ and $\mathcal{C}^{k}\left(\mathbb{R}^{2}\right)$ with $k \geq 2$, respectively. After that, the strong ill-posedness in $\mathcal{C}^{k, \beta}$ with $k \geq 1, \beta \in(0,1]$, and $k+\beta>\alpha$ for the $\alpha$-SQG equations (1.1) with $\alpha \in(1,2)$ is analyzed in 12 .

Despite these developments, to the best of our knowledge, the ill-posedness and well-posedness theories for the $\alpha$-SQG equations (1.1) have not been well explored in the Hölder spaces $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$, see [23] where the well-posedness of (1.1) in the half-plane is studied in certain weighted anisotropic Hölder spaces. In the current work, we establish the well/ill-posedness for the $\alpha$-SQG equations (1.1) with $\alpha \in(0,1)$.

Our first result shows the solution to (1.1) is locally well-posed in the Hölder space $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$.
Theorem 1.1 (Well-posedness in $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$ ). Suppose that the initial data $\theta_{0}$ satisfies

$$
\theta_{0} \in L^{1} \cap \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right), \quad \beta \in(\alpha, 1)
$$

Then there exists $T>0$, depending only on $\left\|\theta_{0}\right\|_{L^{1} \cap \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)}$ and $\alpha$, and a unique solution $\theta \in \mathcal{C}\left([0, T) ; L^{1} \cap\right.$ $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ ) to (1.1)-(1.2), which is stable in the little Hölder space $\mathcal{C}\left([0, T) ; c^{0, \beta}\left(\mathbb{R}^{2}\right)\right)$ with compact supports, in the sense of distributions. Moreover, if $\theta_{1}$ and $\theta_{2}$ are two such solutions on the time interval $[0, T]$ corresponding to the initial data $\theta_{1,0}$ and $\theta_{2,0}$, respectively, then we have

$$
\sup _{0 \leq t \leq T}\left\|\left(\theta_{1}-\theta_{2}\right)(t)\right\|_{\dot{H}^{\alpha-1}} \leq\left\|\theta_{1,0}-\theta_{2,0}\right\|_{\dot{H}^{\alpha-1}}
$$

for some $C>0$.
Remark 1.1. Note that $L^{1} \cap L^{\infty}\left(\mathbb{R}^{2}\right) \hookrightarrow \dot{H}^{\alpha-1}\left(\mathbb{R}^{2}\right)$. Indeed, we have

$$
\begin{aligned}
\|\theta\|_{\dot{H}^{\alpha-1}}^{2} & =\int_{\mathbb{R}^{2}} \theta \Lambda^{-2+2 \alpha} \theta d x \\
& =\int_{\mathbb{R}^{2}} \theta K_{2(1-\alpha)} \star \theta d x \\
& =\left(\int_{\mathbb{R}^{2}} \int_{\{|x-y| \leq 1\}}+\int_{\mathbb{R}^{2}} \int_{\{|x-y| \geq 1\}}\right) \frac{\theta(x) \theta(y)}{|x-y|^{2 \alpha}} d y d x \\
& \leq C \int_{\mathbb{R}^{2}}|\theta(x)|\left\||x|^{-2 \alpha} \mathbb{1}_{|x| \leq 1}\right\|_{L^{1}}\|\theta\|_{L^{\infty}} d x+C\|\theta\|_{L^{1}}^{2} \\
& \leq C\|\theta\|_{L^{1} \cap L^{\infty}}^{2}
\end{aligned}
$$

for some $C>0$, where $\Lambda=(-\Delta)^{\frac{1}{2}}$.
Remark 1.2. Clearly, the well-posedness theory established in Theorem 1.1 holds for $\beta=1$.
The proof of Theorem 1.1 relies on the Lagrangian approach. For this, we need to show that the characteristics associated with (1.1) are well-defined. Note that the velocity fields $u$ can be regarded as $\Lambda^{-(1-\alpha)} \theta$ in terms of regularity. This gives $\nabla \Lambda^{-(1-\alpha)} \theta \sim|\nabla|^{\alpha} \theta$ and thus it seems impossible to obtain the Lipschitz or log-Lipschitz continuity of the velocity fields, which provides the well-definedness of the characteristics, by taking into account the only bounded solution $\theta$. This observation highlights that the Hölder continuous solution $\theta$ with exponent $\alpha$ is in the borderline solution space. By investigating a cancellation structure for the Lipschitz estimate of $\Lambda^{-(1-\alpha)} \theta$, we demonstrate that the velocity fields $u$ is log-Lipscthiz continuous when $\theta \in \mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ and Lipschitz continuous when $\theta \in \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$. In particular, we find that
the Hölder regularity of solutions is propagated in time when the velocity fields are Lipschitz. Using classical approximation arguments, we then construct the Hölder continuous solution $\theta \in \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$. Regarding the uniqueness of solutions, direct estimates of solutions in the Hölder space present technical challenges. Thus, we navigate those difficulties by dealing with the negative Sobolev space, as stated in Theorem 1.1 and employing a modulation technique, inspired by 10. Finally, establishing well-posedness necessitates ensuring solution stability, for which we utilize the little Hölder space, which is the $\mathcal{C}^{\infty}\left(\mathbb{R}^{2}\right)$ closure of the usual Hölder norm.

From the result of Theorem 1.1, we naturally wonder whether the solution is well-posed or ill-posed in the borderline Hölder space $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$. Our second main result demonstrates that the initial value problem (1.1)-(1.2) is strongly ill-posed in $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$. In this respect, our well-posedness theory, Theorem 1.1 is sharp.

Theorem 1.2 (Ill-posedness in $\left.\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)\right)$. For any positive constants $\varepsilon$, $\delta$, and $M$, there exists $\theta_{0} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ satisfying $\left\|\theta_{0}\right\|_{\mathcal{C}^{0, \alpha}}<\varepsilon$ such that the unique local-in-time smooth solution $\theta$ to (1.1) with initial data $\theta_{0}$ blows up at some time $t^{*} \in(0, \delta)$, or the solution $\theta$ exists on the interval $[0, \delta]$ and satisfies

$$
\sup _{t \in\left[0, \delta^{*}\right]}\|\theta(t, \cdot)\|_{\mathcal{C}^{0, \alpha}}>M
$$

for some $\delta^{*} \in(0, \delta]$.
Remark 1.3. The same result with Theorem 1.2 can be proved in the periodic case using a similar approach.
As previously mentioned, while achieving log-Lipschitz continuity of the velocity fields ensures the welldefinedness of associated characteristics, it alone does not suffice to propagate the Hölder regularity of solutions, thereby failing to prevent solutions from exhibiting $\mathcal{C}^{0, \alpha}-$ norm inflation. For the proof of Theorem 1.2, motivated from [22], we first construct a family of odd-odd symmetric initial data $\left\{\theta_{0}^{(N)}\right\}_{N \geq n_{0}} \subset \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ consisting of disjoint bubbles. These serve as the foundation for observing strong norm inflation in the corresponding solution. For precise details regarding the setup of the initial data, see Section 4.1 below. This together with the uniqueness of solutions from Theorem 1.1 shows that the solution stemming from $\theta_{0}^{(N)}$ retains odd-odd symmetry as long as it exists. We then provide velocity estimates for odd-odd solutions, which play a crucial role in capturing the norm inflation of a family of solutions under the hyperbolic flow scenario. This particular velocity approximation is initially introduced in [27, Lemma 3.1] for the twodimensional Euler equation and has since been utilized in various instances to establish the growth of vorticity [3, 14, 15, 16, 19, 24, 21, 23, 26, 28, 32, 33, 34. Finally, we study short-time dynamics of solutions to complete the proof of Theorem [1.2, It is worth noting that all estimates in the proof of Theorem 1.2 are provided with explicit dependence on $N$. As a direct consequence, letting $N \rightarrow \infty$ in the initial data $\left\{\theta_{0}^{(N)}\right\}_{N \geq n_{0}}$ yields the following result.

Corollary 1.1 (Nonexistence of odd-odd solutions in $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ ). For any $\varepsilon>0$, there exists $\theta_{0} \in \mathcal{C}_{c}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ satisfying

$$
\left\|\theta_{0}\right\|_{\mathcal{C}^{0, \alpha}}<\varepsilon
$$

such that there is no odd-odd symmetric solution to (1.1) with initial data $\theta_{0}$ belonging to $L^{\infty}\left([0, \delta] ; \mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)\right)$ with any $\delta>0$.

Remark 1.4. The initial data $\theta_{0}$ in Corollary 1.1 is given by the aforementioned $\left\{\theta_{0}^{(N)}\right\}_{N \geq n_{0}}$ with $N=\infty$. It can be proved that $\theta_{0}$ is in the little Hölder space $c^{0, \alpha}\left(\mathbb{R}^{2}\right)$.

Notations. All generic positive constants are denoted by $C . f \lesssim g$ represents that there exists a positive constant $C>0$ such that $f \leq C g . A \simeq B$ stands for $A \lesssim B$ and $B \lesssim A$. For simplicity, we denote $L^{p}\left(\mathbb{R}^{2}\right)$, and $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ as $L^{p}$, and $\mathcal{C}^{0, \beta}$, respectively.

Outline of the paper. The rest of this paper is organized as follows. In Section 2 we present a crucial estimate on the log-Lipschitz continuity of the velocity field $u$. Sections 3 and 4 are devoted to providing the details of proofs of Theorems 1.1 and 1.2, respectively.

## 2. LIPSChitZ ESTIMATES

In this section, we provide Lipschitz estimates of the velocity field. Specifically, we show that $u$ is logLipschitz continuous when $\theta \in \mathcal{C}^{0, \alpha}$ and Lipschitz continuous when $\theta \in \mathcal{C}^{0, \beta}$ for any $\beta \in(\alpha, 1]$. Note that $K_{\alpha}$ satisfies

$$
\begin{equation*}
\left|K_{\alpha}(x)\right| \leq \frac{C}{|x|^{1+\alpha}} \quad \text { and } \quad\left|\nabla K_{\alpha}(x)\right| \leq \frac{C}{|x|^{2+\alpha}}, \quad \forall x \in \mathbb{R}^{2} \backslash\{0\} \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Let $h \in \mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ and $K_{\alpha}$ satisfy (2.1). Then $K_{\alpha} \star h$ is log-Lipschitz continuous. Moreover, we have

$$
\left|\left(K_{\alpha} \star h\right)(x)-\left(K_{\alpha} \star h\right)(\tilde{x})\right| \leq C\|h\|_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|\left(1-\log ^{-}|x-\tilde{x}|\right)
$$

where $C>0$ is independent of $x$ and $\tilde{x}$.
Proof. We split the proof into two cases $|x-\tilde{x}| \geq 1$ and $|x-\tilde{x}| \leq 1$.
(Case A: $|x-\tilde{x}| \geq 1$ ). In this case, we estimate

$$
\begin{aligned}
\left(K_{\alpha} \star h\right)(x)-\left(K_{\alpha} \star h\right)(\tilde{x}) & =\left(\int_{\{|x-y| \leq 2|x-\tilde{x}|\}}+\int_{\{2|x-\tilde{x}|<|x-y|\}}\right)\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) h(y) d y \\
& =: I+I I
\end{aligned}
$$

where

$$
\begin{aligned}
I & \leq\|h\|_{L^{\infty}} \int_{\{|x-y| \leq 2|x-\tilde{x}|\}}\left(\left|K_{\alpha}(x-y)\right|+\left|K_{\alpha}(\tilde{x}-y)\right|\right) d y \\
& \lesssim\|h\|_{L^{\infty}}\left(\int_{0}^{2|x-\tilde{x}|} \frac{1}{s^{\alpha}} d s+\int_{0}^{3|x-\tilde{x}|} \frac{1}{s^{\alpha}} d s\right) \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}|^{1-\alpha} \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}|
\end{aligned}
$$

Here we used $|x-\tilde{x}| \geq 1$ and $\{|(x-\tilde{x})-y| \leq 2|x-\tilde{x}|\} \subseteq\{|y| \leq 3|x-\tilde{x}|\}$.
For $I I$, note that $2|x-\tilde{x}|<|x-y|$ implies

$$
|\tilde{x}-y|=|(\tilde{x}-x)+x-y| \geq \frac{|x-y|}{2}
$$

and thus $K_{\alpha}$ is $C^{1}$ in the region $\{2|x-\tilde{x}|<|x-y|\}$. This deduces

$$
\begin{aligned}
I I & =\int_{\{2|x-\tilde{x}|<|x-y|\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x}) h(y) d t d y \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}| \int_{\{2|x-\tilde{x}|<|x-y|\}} \frac{1}{|x-y|^{2+\alpha}} d y \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}| \int_{2|x-\tilde{x}|}^{\infty} \frac{1}{s^{\alpha+1}} d s \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}| \int_{2}^{\infty} \frac{1}{s^{\alpha+1}} d s \\
& \simeq\|h\|_{L^{\infty}}|x-\tilde{x}|
\end{aligned}
$$

(Case B: $|x-\tilde{x}|<1$ ). For simplicity, we write $r:=|x-\tilde{x}|$. Then, we estimate the difference as follows:

$$
\begin{aligned}
& \left(K_{\alpha} \star h\right)(x)-\left(K_{\alpha} \star h\right)(\tilde{x}) \\
& =\frac{1}{2}\left(\int_{\{|x-y| \geq 2\}}+\int_{\{2 r<|x-y|<2\}}+\int_{\{|x-y| \leq 2 r\}}\right)\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) h(y) d y \\
& \quad+\frac{1}{2}\left(\int_{\{|\tilde{x}-y| \geq 2\}}+\int_{\{2 r<|\tilde{x}-y|<2\}}+\int_{\{|\tilde{x}-y| \leq 2 r\}}\right)\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) h(y) d y \\
& =: I I I_{1}+I I I_{2}+I I I_{3}+I V_{1}+I V_{2}+I V_{3} .
\end{aligned}
$$

For $I I I_{1}$ and $I V_{1}$, we use the fact $|x-\tilde{x}| \leq 1$ to observe

$$
|x-y|,|\tilde{x}-y| \geq 1 \quad \text { if }|x-y| \geq 2 \text { or }|\tilde{x}-y| \geq 2
$$

Thus, $K_{\alpha}$ is $\mathcal{C}^{1}$ on regions $\{|x-y| \geq 2\}$ and $\{|\tilde{x}-y| \geq 2\}$. Hence, we obtain

$$
\begin{aligned}
I I I_{1} & =\int_{\{|x-y|>2\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x}) h(y) d t d y \\
& \lesssim|x-\tilde{x}| \int_{\{|x-y|>2\}} \frac{1}{|(\tilde{x}-y)+t(x-\tilde{x})|^{2+\alpha}}|h(y)| d y \\
& \lesssim\|h\|_{L^{\infty}}|x-\tilde{x}|
\end{aligned}
$$

and we also have the same estimates for $I V_{1}$.
For $I I I_{2}, K_{\alpha}$ is also in $\mathcal{C}^{1}$ in the region $\{2 r<|x-y|<2\}$. Thus, we use the mean-value theorem to yield

$$
\begin{aligned}
I I I_{2}= & \int_{\{2 r<|x-y|<2\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x}) h(y) d t d y \\
= & \int_{\{2 r<|x-y|<2\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x})(h(y)-h(\tilde{x}+t(x-\tilde{x})) d t d y \\
& +\int_{\{2 r<|x-y|<2\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x})(h(\tilde{x}+t(x-\tilde{x}))-h(\tilde{x})) d t d y \\
& +\int_{\{2 r<|x-y|<2\}} \int_{0}^{1} \nabla K_{\alpha}((\tilde{x}-y)+t(x-\tilde{x})) \cdot(x-\tilde{x}) h(\tilde{x}) d t d y \\
\leq & C[h]_{\mathcal{C}^{0}, \alpha} \int_{\{2 r<|x-y|<2\}} \frac{|x-\tilde{x}|}{|x-y|^{2}} h(y) d y+C[h]_{\mathcal{C}^{0}, \alpha} \int_{\{2 r<|x-y|<2\}} \frac{|x-\tilde{x}|^{1+\alpha}}{|x-y|^{2+\alpha}} h(y) d y \\
& +\int_{\{2 r<|x-y|<2\}}\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) h(\tilde{x}) d y \\
\leq & C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|\left(\int_{2 r}^{2} \frac{1}{s} d s+|x-\tilde{x}|^{\alpha} \int_{2 r}^{2} \frac{1}{s^{1+\alpha}} d s\right) \\
& +\int_{\{2 r<|x-y|<2\}}\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) h(\tilde{x}) d y \\
\leq & -C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}| \log |x-\tilde{x}|+C[h]_{\mathcal{C}^{0}, \alpha}|x-\tilde{x}| \\
& +h(\tilde{x}) \int_{\{2 r<|x-y|<2\}}\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) d y,
\end{aligned}
$$

where we used

$$
|(\tilde{x}-y)+t(x-\tilde{x})|=|(x-y)-(1-t)(x-\tilde{x})| \geq||x-y|-|(1-t)| x-\tilde{x}| \left\lvert\, \geq \frac{|x-y|}{2}\right.
$$

The same arguments apply to $I V_{2}$, and we arrive at

$$
I V_{2} \leq-C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}| \log |x-\tilde{x}|+C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|+h(\tilde{x}) \int_{\{2 r<|\tilde{x}-y|<2\}}\left(K_{\alpha}(x-y)-K_{\alpha}(\tilde{x}-y)\right) d y
$$

Here, we notice that

$$
\int_{\{2 r<|x-y|<2\}} K_{\alpha}(x-y) d y=\int_{\{2 r<|\tilde{x}-y|<2\}} K_{\alpha}(\tilde{x}-y) d y=\int_{\{2 r<|y|<2\}} K_{\alpha}(y) d y
$$

and

$$
\int_{\{2 r<|\tilde{x}-y|<2\}} K_{\alpha}(x-y) d y=\int_{\{2 r<|x-y|<2\}} K_{\alpha}(\tilde{x}-y) d y=\int_{\{2 r<|y|<2\}} K_{\alpha}((x-\tilde{x})-y) d y
$$

This shows that the terms with $h(\tilde{x})$ on the right-hand sides of the last inequalities in $I I I_{2}$ and $I V_{2}$ cancel out each other. Thus we have

$$
I I I_{2}+I V_{2} \leq-C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}| \log |x-\tilde{x}|+C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}| \leq C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|\left(1-\log ^{-}|x-\tilde{x}|\right)
$$

For $I I I_{3}$, we use $\{|x-y|<2 r\} \subseteq\{|\tilde{x}-y|<3 r\}$ to get

$$
\begin{aligned}
I I I_{3}= & \int_{\{|x-y|<2 r\}} K_{\alpha}(x-y)(h(y)-h(x)) d y+h(x) \int_{\{|x-y|<2 r\}} K_{\alpha}(x-y) d y \\
& -\int_{\{|x-y|<2 r\}} K_{\alpha}(\tilde{x}-y)(h(y)-h(\tilde{x})) d y-h(\tilde{x}) \int_{\{|x-y|<2 r\}} K_{\alpha}(\tilde{x}-y) d y \\
\leq & C[h]_{\mathcal{C}^{0, \alpha}}\left(\int_{0}^{2 r} d s+\int_{0}^{3 r} d s\right)+h(x) \int_{\{|x-y|<2 r\}} K_{\alpha}(x-y) d y-h(\tilde{x}) \int_{\{|x-y|<2 r\}} K_{\alpha}(\tilde{x}-y) d y \\
\leq & C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|+h(x) \int_{\{|y|<2 r\}} K_{\alpha}(y) d y-h(\tilde{x}) \int_{\{|y|<2 r\}} K_{\alpha}((x-\tilde{x})-y) d y
\end{aligned}
$$

Similarly, we find

$$
I V_{3} \leq C[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|+h(x) \int_{\{|y|<2 r\}} K_{\alpha}((x-\tilde{x})-y) d y-h(\tilde{x}) \int_{\{|y|<2 r\}} K_{\alpha}(y) d y
$$

Thus, once we use $\{|(x-\tilde{x})-y| \leq 2 r\} \subseteq\{|y| \leq 3 r\}$ to deduce

$$
\begin{aligned}
I I I_{3}+I V_{3} & \lesssim[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|+|h(x)-h(\tilde{x})| \int_{\{|y| \leq 2 r\}} \frac{1}{|y|^{1+\alpha}} d y+|h(x)-h(\tilde{x})| \int_{\{|y| \leq 3 r\}} \frac{1}{|y|^{1+\alpha}} d y \\
& \lesssim[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|+[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|^{\alpha}\left(\int_{0}^{2 r} \frac{1}{s^{\alpha}} d s+\int_{0}^{3 r} \frac{1}{s^{\alpha}} d s\right) \\
& \lesssim[h]_{\mathcal{C}^{0, \alpha}}|x-\tilde{x}|
\end{aligned}
$$

Therefore, we combine all the above estimates to yield the desired result.
Following almost the same argument as in the proof of Lemma 2.1, we also have the following result.
Corollary 2.1. Let $h \in \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\alpha<\beta \leq 1$ and $K_{\alpha}$ satisfy (2.1). Then $K_{\alpha} \star h$ is Lipschitz continuous. Moreover, we have

$$
\left|\left(K_{\alpha} \star h\right)(x)-\left(K_{\alpha} \star h\right)(\tilde{x})\right| \leq C\|h\|_{\mathcal{C}^{0, \beta}}|x-\tilde{x}|
$$

where $C>0$ is independent of $x$ and $\tilde{x}$.

## 3. Well-Posedness in $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$

In this section, we study the local well-posedness of solutions to the system in $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$ with $\beta \in(\alpha, 1)$ giving the details of proof of Theorem 1.1. The proof consists of three parts: existence, uniqueness, and stability.
3.1. Existence. In order to show the existence of Hölder continuous solutions to the system (1.1), we regularize the velocity field $u$ as

$$
u^{\varepsilon}(t, x)=\left(K_{\alpha}^{\varepsilon} \star \theta\right)(t, x) \quad \text { with } K_{\alpha}^{\varepsilon}(x):=\frac{x^{\perp}}{\left(|x|^{2}+\varepsilon\right)^{\frac{2+\alpha}{2}}}
$$

and consider the following regularized equation:

$$
\begin{equation*}
\partial_{t} \theta^{\varepsilon}+u^{\varepsilon} \cdot \nabla \theta^{\varepsilon}=0 \tag{3.1}
\end{equation*}
$$

subject to the regularized initial data:

$$
\theta_{0}^{\varepsilon}:=\theta_{0} \star \phi_{\varepsilon}
$$

where $\phi_{\varepsilon}$ is the standard mollifier. For the regularized equation (3.1) with $\varepsilon>0$, we obtain the global-in-time existence and uniqueness of regular solutions by employing the classical well-posedness theory, see [13, 29] for instance.
3.1.1. Uniform-in- $\varepsilon$ bound estimates. We first show the uniform-in- $\varepsilon$ bound estimate of solutions $\theta^{\varepsilon}$ in the Hölder norm $\mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)$. For this, we consider the backward characteristics $\Phi(s ; t, \cdot): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined as a solution to the following:

$$
\frac{d}{d s} \Phi^{\varepsilon}(s ; t, x)=u^{\varepsilon}\left(s, \Phi^{\varepsilon}(s ; t, x)\right), \quad \Phi^{\varepsilon}(t ; t, x)=x
$$

for $s \in(0, t)$. Due to the regularization, the above characteristic is well-defined. Then, we readily observe

$$
\theta^{\varepsilon}(t, x)=\theta_{0}^{\varepsilon}\left(\Phi^{\varepsilon}(0 ; t, x)\right)
$$

and thus

$$
\left\|\theta^{\varepsilon}(t)\right\|_{L^{\infty}}=\left\|\theta_{0}^{\varepsilon}\right\|_{L^{\infty}} \leq\left\|\theta_{0}\right\|_{L^{\infty}} .
$$

We also find from Corollary 2.1 that for any $x, y \in \mathbb{R}^{2}$

$$
\begin{aligned}
\left|\Phi^{\varepsilon}(s ; t, x)-\Phi^{\varepsilon}(s ; t, y)\right| & \leq|x-y|+\int_{s}^{t}\left|\left(K_{\alpha}^{\varepsilon} \star \theta^{\varepsilon}\right)\left(\tau, \Phi^{\varepsilon}(\tau ; t, x)\right)-\left(K_{\alpha}^{\varepsilon} \star \theta^{\varepsilon}\right)\left(\tau, \Phi^{\varepsilon}(\tau ; t, y)\right)\right| d \tau \\
& \leq|x-y|+C\left\|\theta^{\varepsilon}\right\|_{\mathcal{C}^{0, \beta}} \int_{s}^{t}\left|\Phi^{\varepsilon}(\tau ; t, x)-\Phi^{\varepsilon}(\tau ; t, y)\right| d \tau
\end{aligned}
$$

Thus, we deduce

$$
\left|\Phi^{\varepsilon}(0 ; t, x)-\Phi^{\varepsilon}(0 ; t, y)\right| \leq|x-y| \exp \left(C\left\|\theta^{\varepsilon}\right\|_{L^{\infty}\left(0, t ; \mathcal{C}^{0, \beta}\right)} t\right)
$$

for some $C>0$ independent of $\varepsilon$ and $t$. Together with this, we estimate

$$
\begin{aligned}
\left|\theta^{\varepsilon}(t, x)-\theta^{\varepsilon}(t, y)\right| & =\left|\theta_{0}^{\varepsilon}\left(\Phi^{\varepsilon}(0 ; t, x)\right)-\theta_{0}^{\varepsilon}\left(\Phi^{\varepsilon}(0 ; t, y)\right)\right| \\
& \leq\left\|\theta_{0}^{\varepsilon}\right\|_{\mathcal{C}^{0, \beta}}\left|\Phi^{\varepsilon}(0 ; t, x)-\Phi^{\varepsilon}(0 ; t, y)\right|^{\beta} \\
& \leq\left\|\theta_{0}\right\|_{\mathcal{C}^{0, \beta}} \exp \left(C \beta\left\|\theta^{\varepsilon}\right\|_{L^{\infty}\left(0, t ; \mathcal{C}^{0, \beta}\right)} t\right)|x-y|^{\beta}
\end{aligned}
$$

and subsequently,

$$
\left\|\theta^{\varepsilon}(t)\right\|_{\mathcal{C}^{0, \beta}} \leq\left\|\theta_{0}\right\|_{\mathcal{C}^{0, \beta}} \exp \left(C \beta\left\|\theta^{\varepsilon}\right\|_{L^{\infty}\left(0, t ; \mathcal{C}^{0, \beta}\right)} t\right)
$$

We then use the standard continuity argument to conclude that there exists $T>0$ such that

$$
\sup _{0 \leq t \leq T}\left\|\theta^{\varepsilon}(t)\right\|_{\mathcal{C}^{0, \beta}} \leq 4\left\|\theta_{0}\right\|_{\mathcal{C}^{0, \beta}}
$$

Moreover, it follows from Corollary [2.1] that $u^{\varepsilon}$ is uniformly bounded in $L^{\infty}\left(0, T ; W^{1, \infty}\right)$.
3.1.2. Passing to the limit $\varepsilon \rightarrow 0$. Since $\mathcal{C}^{0, \beta} \hookrightarrow \hookrightarrow \mathcal{C}^{0}$, there is a limit function $\theta \in L^{\infty}\left(0, T ; L^{1} \cap \mathcal{C}^{0, \beta}\right)$ such that

$$
\theta^{\varepsilon} \rightarrow \theta \quad \text { in } L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right) \quad \text { and } \quad u^{\varepsilon} \rightarrow u=K_{\alpha} \star \theta \quad \text { in } L^{\infty}\left(0, T ; L^{p}\left(\mathbb{R}^{2}\right)\right)
$$

for any $p \in(1, \infty]$. We now show that the limit functions $\theta$ and $u$ satisfy the equation (1.1) in the sense of distributions. For any $\varphi \in \mathcal{C}_{c}^{\infty}\left([0, T] \times \mathbb{R}^{2}\right)$, we estimate

$$
\begin{aligned}
\int_{0}^{t} \int_{\mathbb{R}^{2}} \nabla \varphi \cdot\left(\theta^{\varepsilon} u^{\varepsilon}-\theta u\right) d x d s & =\int_{0}^{t} \int_{\mathbb{R}^{2}} \nabla \varphi \cdot\left(\theta^{\varepsilon} u^{\varepsilon}-\theta u\right) d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{2}} \nabla \varphi \cdot\left(\left(\left(K_{\alpha}^{\varepsilon}-K_{\alpha}\right) \star \theta\right) \theta+K_{\alpha}^{\varepsilon} \star\left(\theta^{\varepsilon}-\theta\right) \theta+u^{\varepsilon}\left(\theta^{\varepsilon}-\theta\right)\right) d x d s \\
& =I^{\varepsilon}+I I^{\varepsilon}+I I I^{\varepsilon}
\end{aligned}
$$

For $I^{\varepsilon}$, we obtain

$$
\begin{aligned}
I^{\varepsilon} \leq & \left\|\left(K_{\alpha}^{\varepsilon}-K_{\alpha}\right) \mathbf{1}_{|x| \leq 1}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)}\|\theta\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{2}\right)}\|(\nabla \varphi) \theta\|_{L^{1}\left((0, T) \times \mathbb{R}^{2}\right)} \\
& +\left\|\left(K_{\alpha}^{\varepsilon}-K_{\alpha}\right) \mathbf{1}_{|x| \geq 1}\right\|_{L^{1+\alpha}\left(\mathbb{R}^{2}\right)}\|\theta\|_{L^{\infty}\left(0, T ; L^{\frac{3}{2-\alpha}}\left(\mathbb{R}^{2}\right)\right)}\|(\nabla \varphi) \theta\|_{L^{1}\left((0, T) \times \mathbb{R}^{2}\right)}
\end{aligned}
$$

and the dominated convergence theorem gives $I^{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$.
We next estimate

$$
\begin{aligned}
I I^{\varepsilon} & \leq\left(\left\|K_{\alpha} \mathbf{1}_{|x| \leq 1}\right\|_{L^{p^{\prime}}}\left\|\theta^{\varepsilon}-\theta\right\|_{L^{p}}+\left\|K_{\alpha} \mathbf{1}_{|x| \geq 1}\right\|_{L^{\frac{3}{1+\alpha}}}\left\|\theta^{\varepsilon}-\theta\right\|_{L^{\infty}\left(0, T ; L^{\frac{3}{2-\alpha}}\right)}\right)\|\theta \nabla \varphi\|_{L^{\infty}\left(0, T ; L^{1}\right)} \\
& \leq C\left(\left\|\theta^{\varepsilon}-\theta\right\|_{L^{p}}+\left\|\theta^{\varepsilon}-\theta\right\|_{L^{\infty}\left(0, T ; L^{\frac{3}{2-\alpha}}\right)}\right)
\end{aligned}
$$

$$
\rightarrow 0
$$

as $\varepsilon \rightarrow 0$, where $p \in\left(\frac{2}{1-\alpha}, \infty\right)$ and $p^{\prime}$ is the Hölder conjugate of $p$.
We finally show that

$$
I I I^{\varepsilon} \leq\left\|u^{\varepsilon}\right\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{2}\right)}\left\|\theta^{\varepsilon}-\theta\right\|_{L^{\infty}}\|\nabla \varphi\|_{L^{1}} \leq C\left\|\theta^{\varepsilon}-\theta\right\|_{L^{\infty}} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

This completes the proof of the existence of Hölder continuous solutions $\theta \in \mathcal{C}\left([0, T) ; \mathcal{C}^{0, \beta}\left(\mathbb{R}^{2}\right)\right)$ to (1.1).
3.2. Uniqueness. In this subsection, we discuss the uniqueness of solutions to (1.1) on $L^{1} \cap \mathcal{C}^{0, \beta}$ with $\beta \in(\alpha, 1]$.

For this, we need the following technical lemmas.
Lemma 3.1. 30 Let $d \in \mathbb{N}$. For $s>0$, suppose $A^{s}$ is a differential operator such that its symbol $\widehat{A^{s}}(\xi)$ is a homogeneous function of degree $s$ and $\widehat{A^{s}}(\xi) \in \mathcal{C}^{\infty}\left(\mathbb{S}^{d-1}\right)$. Then for any $p \in(1, \infty)$, we have

$$
\left\|A^{s}(f g)-f A^{s} g-g A^{s} f\right\|_{L^{p}} \lesssim\|f\|_{L^{p}}\left\|\Lambda^{s} g\right\|_{L^{\infty}}
$$

Lemma 3.2. [10] Let $d \in \mathbb{N}$. For $T>0$, suppose that the pairs $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the followings:
(i) $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the continuity equations in the sense of distribution:

$$
\partial_{t} \bar{\rho}+\nabla \cdot(\bar{\rho} \bar{u})=0 \quad \text { and } \quad \partial_{t} \rho+\nabla \cdot(\rho u)=0,
$$

(ii) $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the energy inequality:

$$
\sup _{0 \leq t \leq T}\left(\int_{\mathbb{R}^{d}} \bar{\rho}|\bar{u}|^{2} d x+\int_{\mathbb{R}^{d}} \bar{\rho} K \star \bar{\rho} d x\right)<\infty, \quad \sup _{0 \leq t \leq T}\left(\int_{\mathbb{R}^{d}} \rho|u|^{2} d x+\int_{\mathbb{R}^{d}} \rho K \star \rho d x\right)<\infty
$$

(iii) $\bar{\rho}, \rho \in \mathcal{C}\left(0, T ; L^{1}\left(\mathbb{R}^{d}\right)\right), \nabla u \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$.

Then for any $\gamma \in[-1,0)$, we have

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{d}}(\rho-\bar{\rho}) \Lambda^{-2 \gamma} \star(\rho-\bar{\rho}) d x \leq \int_{\mathbb{R}^{d}} \bar{\rho}(u-\bar{u}) \cdot \nabla \Lambda^{-2 \gamma}(\rho-\bar{\rho}) d x+C \int_{\mathbb{R}^{d}}(\rho-\bar{\rho}) \Lambda^{-2 \gamma}(\rho-\bar{\rho}) d x
$$

for $t \in[0, T)$ and some $C>0$ which depends only on $\gamma, d$ and $\|\nabla u\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}$.
Now, we assume that we have two solutions $\theta_{1}$ and $\theta_{2}$ to (1.1) correpsonding to initial data $\theta_{1,0}$ and $\theta_{2,0}$, respectviely. Once we write $u_{i}=\nabla^{\perp} \Lambda^{-2+\alpha} \theta_{i}$ for $i=1,2$, we use Lemmas 3.1 and 3.2 to obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2} \leq & C \int_{\mathbb{R}^{2}} \theta_{1}\left(u_{1}-u_{2}\right) \cdot \nabla \Lambda^{-2+2 \alpha}\left(\theta_{1}-\theta_{2}\right) d x+C\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2} \\
= & \int_{\mathbb{R}^{2}}\left[\Lambda^{-1+\alpha} \nabla \cdot\left(\theta_{1}\left(u_{1}-u_{2}\right)\right)-\Lambda^{-1+\alpha} \nabla \theta_{1} \cdot\left(u_{1}-u_{2}\right)\right. \\
& \left.\quad-\theta_{1} \Lambda^{-1+\alpha} \nabla \cdot\left(u_{1}-u_{2}\right)\right] \Lambda^{-1+\alpha}\left(\theta_{1}-\theta_{2}\right) d x \\
& +\int_{\mathbb{R}^{2}} \Lambda^{-1+\alpha} \nabla \theta_{1} \cdot\left(u_{1}-u_{2}\right) \Lambda^{-1+\alpha}\left(\theta_{1}-\theta_{2}\right) d x+C\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2} \\
\leq & C\left\|\Lambda^{\alpha} \theta_{1}\right\|_{L^{\infty}}\left\|u_{1}-u_{2}\right\|_{L^{2}}\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}+C\left\|\Lambda^{-1+\alpha} \nabla \theta_{1}\right\|_{L^{\infty}}\left\|u_{1}-u_{2}\right\|_{L^{2}}\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}} \\
& +C\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2} \\
\leq & C\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2},
\end{aligned}
$$

where we used $\left\|u_{1}-u_{2}\right\|_{L^{2}}=\left\|\nabla^{\perp} \Lambda^{-2+\alpha}\left(\theta_{1}-\theta_{2}\right)\right\|_{L^{2}} \lesssim\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}$ and

$$
\begin{aligned}
\Lambda^{\alpha} \theta_{1} & =\int_{\mathbb{R}^{2}} \frac{\theta_{1}(x)-\theta_{1}(y)}{|x-y|^{2+\alpha}} d y \\
& =\left(\int_{\{|x-y| \leq 1\}}+\int_{\{|x-y|>1\}}\right) \frac{\theta_{1}(x)-\theta_{1}(y)}{|x-y|^{2+\alpha}} d y \\
& \leq C\left[\theta_{1}\right]_{\mathcal{C}^{0, \beta}} \int_{\{|x-y| \leq 1\}} \frac{1}{|x-y|^{2+\alpha-\beta}} d y+C\left\|\theta_{1}\right\|_{L^{\infty}} \int_{\{|x-y|>1\}} \frac{1}{|x-y|^{2+\alpha}} d y \\
& \leq C\left\|\theta_{1}\right\|_{\mathcal{C}^{0, \beta}} .
\end{aligned}
$$

We can also apply the same estimates to $\left\|\Lambda^{-1+\alpha} \nabla \theta_{1}\right\|_{L^{\infty}}$ and hence, we use Grönwall's lemma to yield

$$
\left\|\theta_{1}-\theta_{2}\right\|_{\dot{H}^{\alpha-1}}^{2} \leq C\left\|\theta_{1,0}-\theta_{2,0}\right\|_{\dot{H}^{\alpha-1}}^{2}
$$

and from which we attain the desired uniqueness.
3.3. Stability in the little Hölder space. In this part, we provide the stability of solutions to (1.1) in little Hölder spaces. First, we define the little Hölder spaces as

$$
c^{k, \gamma}\left(\mathbb{R}^{2}\right):=\left\{f \in \mathcal{C}^{k, \gamma}\left(\mathbb{R}^{2}\right) \left\lvert\, \lim _{R \rightarrow 0} \sup _{|x-y| \leq R} \frac{\left|D^{k} f(x)-D^{k} f(y)\right|}{|x-y|^{\gamma}}=0\right.\right\}
$$

which is the closure of $\mathcal{C}^{\infty}\left(\mathbb{R}^{2}\right)$ in the usual Hölder norm from $\mathcal{C}^{k, \gamma}\left(\mathbb{R}^{2}\right)$. Now, for given $\theta_{0} \in c^{0, \beta}, T>0$ and the corresponding unique solution $\theta \in \mathcal{C}\left(0, T ; c^{0, \beta}\right)$, we show that for any $\varepsilon>0$, there exists $\delta>0$ such that whenever $\tilde{\theta}_{0} \in c^{0, \beta}$ satisfies $\left\|\theta_{0}-\tilde{\theta}_{0}\right\|_{\mathcal{C}^{0, \beta}}<\delta$, the unique solution $\tilde{\theta}$ corresponding to $\tilde{\theta}_{0}$ satisfies

$$
\sup _{t \in[0, T)}\|(\theta-\tilde{\theta})(t)\|_{\mathcal{C}^{0, \beta}}<\varepsilon .
$$

For this, consider a standard mollifier $\phi_{\nu}(x)=: \frac{1}{\nu^{2}} \phi\left(\frac{x}{\nu}\right)$ and let $\theta^{\nu}:=\phi_{\nu} \star \theta$ define $\tilde{\theta}^{\nu}$ similarly. Then one has

$$
\|(\theta-\tilde{\theta})(t)\|_{\mathcal{C}^{0, \beta}} \leq\left\|\left(\theta-\theta^{\nu}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}+\left\|\left(\theta^{\nu}-\tilde{\theta}^{\nu}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}+\left\|\left(\tilde{\theta}^{\nu}-\tilde{\theta}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}
$$

Here, we first need to show that $\sup _{t \in[0, T)}\left\|\left(\theta-\theta^{\nu}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}$ and $\sup _{t \in[0, T)}\left\|\left(\tilde{\theta}^{\nu}-\tilde{\theta}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}$ goes to 0 as $\nu$ tends to 0 . For this, one easily sees that

$$
\left\|\left(\theta-\theta^{\nu}\right)(t)\right\|_{L^{\infty}} \leq \sup _{x \in \mathbb{R}^{2}} \int_{|y| \leq \nu} \phi_{\nu}(y)|\theta(x-y)-\theta(x)| d y \leq\|\theta(t)\|_{\mathcal{C}^{0, \beta}} \nu^{\beta}
$$

Moreover, one observes that

$$
\begin{aligned}
& \frac{\left|\left(\theta-\theta^{\nu}\right)(x)-\left(\theta-\theta^{\nu}\right)(y)\right|}{|x-y|^{\beta}} \\
& \quad \leq \frac{\left|\left(\theta-\theta^{\nu}\right)(x)-\left(\theta-\theta^{\nu}\right)(y)\right|}{|x-y|^{\beta}} \mathbb{1}_{\{|x-y|<\sqrt{\nu}\}}+\frac{\left|\left(\theta-\theta^{\nu}\right)(x)-\left(\theta-\theta^{\nu}\right)(y)\right|}{|x-y|^{\beta}} \mathbb{1}_{\{|x-y| \geq \sqrt{\nu}\}} \\
& \quad \leq \sup _{|x-y|<\sqrt{\nu}} \frac{|\theta(x)-\theta(y)|}{|x-y|^{\beta}}+\sup _{|x-y|<\sqrt{\nu}} \int_{|z| \leq \nu} \phi_{\nu}(z) \frac{|\theta(x-z)-\theta(y-z)|}{|x-y|^{\beta}} d z+2 \nu^{\frac{\beta}{2}}\|\theta(t)\|_{\mathcal{C}^{0, \beta}} \\
& \quad \leq 2 \sup _{|x-y|<\sqrt{\nu}} \frac{|\theta(x)-\theta(y)|}{|x-y|^{\beta}}+2 \nu^{\frac{\beta}{2}}\|\theta(t)\|_{\mathcal{C}^{0, \beta}} \\
& \quad \rightarrow 0
\end{aligned}
$$

as $\nu$ tends to 0 . Thus, we can choose $\nu_{1}=\nu_{1}(\varepsilon)$ such that

$$
\sup _{t \in[0, T)}\left\|\left(\theta-\theta^{\nu_{1}}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}<\frac{\varepsilon}{3} \quad \text { and } \quad \sup _{t \in[0, T)}\left\|\left(\tilde{\theta}^{\nu_{1}}-\tilde{\theta}\right)(t)\right\|_{\mathcal{C}^{0, \beta}}<\frac{\varepsilon}{3} .
$$

and we note that

$$
\|f\|_{\mathcal{C}^{0, \beta}} \lesssim\left\||\xi|^{\beta} \hat{f}\right\|_{L_{\xi}^{1}} \lesssim\|f\|_{\dot{H}^{2}}^{\frac{2+\beta-\alpha}{3-\alpha}}\|f\|_{\dot{H}^{\alpha-1}}^{\frac{1-\beta}{3-\alpha}}
$$

i.e. $\dot{H}^{2} \cap \dot{H}^{\alpha-1} \hookrightarrow \mathcal{C}^{0, \beta}$. Thus we get

$$
\|(\theta-\tilde{\theta})(t)\|_{\mathcal{C}^{0, \beta}} \leq \frac{2}{3} \varepsilon+C\left\|\left(\theta^{\nu_{1}}-\tilde{\theta}^{\nu_{1}}\right)(t)\right\|_{\dot{H}^{2}}^{\frac{2+\beta-\alpha}{3-\alpha}}\left\|\left(\theta^{\nu_{1}}-\tilde{\theta}^{\nu_{1}}\right)(t)\right\|_{\dot{H}^{\alpha-1}}^{\frac{1-\beta}{3-\alpha}},
$$

where $C>0$ is independent of $\nu_{1}$, and we note that

$$
\begin{equation*}
\left\|\phi_{\varepsilon} \star f\right\|_{\dot{H}^{\alpha-1}} \leq\|f\|_{\dot{H}^{\alpha-1}} . \tag{3.2}
\end{equation*}
$$

Indeed, choose any $\psi \in \dot{H}^{1-\alpha}$ with $\|\psi\|_{\dot{H}^{1-\alpha}} \leq 1$. Then we get

$$
\left|\int_{\mathbb{R}^{2}} \psi \phi_{\varepsilon} \star f d x\right|=\left|\int_{\mathbb{R}^{2}} f \phi_{\varepsilon} \star \psi d x\right| \leq\|f\|_{\dot{H}^{\alpha-1}}\left\|\phi_{\varepsilon} \star \psi\right\|_{\dot{H}^{1-\alpha}},
$$

and since the change of variables $\left(x^{\prime}, y^{\prime}\right):=(x-w, y-w)$ gives

$$
\begin{aligned}
\left\|\phi_{\varepsilon} \star \psi\right\|_{\dot{H}^{1-\alpha}}^{2} & =\iint_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \frac{\left|\phi_{\varepsilon} \star \psi(x)-\phi_{\varepsilon} \star \psi(y)\right|^{2}}{|x-y|^{2+2(1-\alpha)}} d x d y \\
& \leq \iint_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \int_{|w| \leq \varepsilon} \frac{\phi_{\varepsilon}(w)|\psi(x-w)-\psi(y-w)|^{2}}{|x-y|^{2+2(1-\alpha)}} d w d x d y \\
& =\iint_{\mathbb{R}^{2} \times \mathbb{R}^{2}} \int_{|w| \leq \varepsilon} \frac{\phi_{\varepsilon}(w)\left|\psi\left(x^{\prime}\right)-\psi\left(y^{\prime}\right)\right|^{2}}{\left|x^{\prime}-y^{\prime}\right|^{2+2(1-\alpha)}} d w d x^{\prime} d y^{\prime} \\
& =\|\psi\|_{\dot{H}^{1-\alpha}}^{2}
\end{aligned}
$$

we arrive at (3.2). Hence, one has

$$
\left\|\left(\theta^{\nu_{1}}-\tilde{\theta}^{\nu_{1}}\right)(t)\right\|_{\dot{H}^{\alpha-1}} \leq\|(\theta-\tilde{\theta})(t)\|_{\dot{H}^{\alpha-1}}
$$

and from the uniqueness result, we get

$$
\|(\theta-\tilde{\theta})(t)\|_{\dot{H}^{\alpha-1}} \leq C\left\|\theta_{0}-\tilde{\theta}_{0}\right\|_{\dot{H}^{\alpha-1}}
$$

where $C>0$ only depends on $\|\theta\|_{\mathcal{C}\left(0, T ; \mathcal{C}^{0, \beta}\right)},\|\tilde{\theta}\|_{\mathcal{C}\left(0, T ; \mathcal{C}^{0, \beta}\right)}, T, \alpha$ and $\beta$. Thus, we obtain

$$
\|(\theta-\tilde{\theta})(t)\|_{\mathcal{C}^{0, \beta}} \leq \frac{2 \varepsilon}{3}+C_{1}\left\|\theta_{0}-\tilde{\theta}_{0}\right\|_{\dot{H}^{\alpha-1}}^{\frac{\frac{1-\beta}{2}+2-\alpha}{2}}
$$

where $C_{1}>0$ depends on $\nu_{1},\|\theta\|_{\mathcal{C}\left(0, T ; \mathcal{C}^{0, \beta}\right)},\|\tilde{\theta}\|_{\mathcal{C}\left(0, T ; \mathcal{C}^{0}, \beta\right)}, T, \alpha$ and $\beta$. We remark that $C_{1}$ may grow to infinity as $\varepsilon$ tends to 0 . Thus, once we choose $\delta$ as

$$
\delta=:\left(\frac{\varepsilon}{3 C_{1}}\right)^{\frac{\frac{d}{2}+2-\alpha}{1-\beta}}
$$

one has

$$
\sup _{t \in[0, T)}\|(\theta-\tilde{\theta})(t)\|_{\mathcal{C}^{0, \beta}}<\varepsilon
$$

and this implies our desired stability result.

## 4. Strong ill-posedness in $\mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$

In this section, we provide the details of the proof for Theorem 1.2
4.1. Setup of initial data. We fix $n_{0} \geq 1$ and some smooth radial bump function $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfying

$$
\mathbf{1}_{B\left(0, \frac{1}{64}\right)} \leq \phi \leq \mathbf{1}_{B\left(0, \frac{1}{32}\right)}
$$

Then for any $N \geq n_{0}$, we define

$$
\begin{equation*}
\theta_{0}^{(N)}:=\sum_{n=n_{0}}^{N} n^{-\beta} \theta_{0, l o c}^{(n)} \tag{4.1}
\end{equation*}
$$

for some $0<\beta<1 / 4$, where

$$
\theta_{0, l o c}^{(n)}(x):=4^{-\alpha n} \phi\left(4^{n}\left(x_{1}-4^{-n-2}, x_{2}-4^{-n-2}\right)\right)
$$

for $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$. The specific value of $\beta$ slightly greater than 0 will be determined later. Next, we extend each of $\theta_{0, l o c}^{(n)}$ (and similarly $\theta_{0}^{(N)}$ ) to $\mathbb{R}^{2}$ as an odd function with respect to both axes. For any given $\varepsilon>0$, one can have by taking $n_{0} \geq 1$ large enough

$$
\begin{equation*}
\left\|\theta_{0}^{(N)}\right\|_{\mathcal{C}^{0, \alpha}}<\varepsilon \tag{4.2}
\end{equation*}
$$

for all $N \geq n_{0}$.
4.2. Velocity approximation for odd-odd solutions. In this subsection, we shall state the velocity estimates for odd-odd solutions from which we have the norm inflation of the family of solutions with the prescribed initial data. For convenience, we shall normalize the SQG Biot-Savart law in a way that

$$
u(t, x)=\int_{\mathbb{R}^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2+\alpha}} \theta(t, y) d y
$$

Lemma 4.1. Let $\theta \in \mathcal{C}_{c}^{0, \alpha}$ be an odd function with respect to both axes, i.e., $\theta(x)=-\theta(\bar{x})=\theta(-x)=-\theta(\tilde{x})$ where $\bar{x}:=\left(x_{1},-x_{2}\right)$ and $\tilde{x}:=\left(-x_{1}, x_{2}\right)$. Then, for any $x$ satisfying $x_{1}, x_{2}>0$ and $|x|<\frac{1}{4}$, we have

$$
\begin{equation*}
\left|\frac{u_{1}(x)}{x_{1}}-4(2+\alpha) \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}}\right) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{u_{2}(x)}{x_{2}}+4(2+\alpha) \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{2}^{2}}\right) \tag{4.4}
\end{equation*}
$$

where $Q(x):=\left[2 x_{1}, \infty\right) \times\left[2 x_{2}, \infty\right)$.
Remark 4.1. A similar result can be obtained for the periodic case. The error bounds for (4.3) and (4.4) are an improvement of that of [22, Lemma A.1]. Note that $H^{1+\alpha}\left(\mathbb{R}^{2}\right) \hookrightarrow \mathcal{C}^{0, \alpha}\left(\mathbb{R}^{2}\right)$ for any $\alpha \in(0,1)$.

Remark 4.2. We may replace $Q(x)$ by $R(x):=\left[2 x_{1}, \infty\right) \times[0, \infty)$ in (4.3) since

$$
\begin{aligned}
\left|\int_{R(x) \backslash Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| & \leq\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{2 x_{2}} \int_{2 x_{1}}^{\infty} \frac{y_{1} y_{2}}{|y|^{4}} d y_{1} d y_{2} \\
& \leq C\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{2 x_{2}} \frac{y_{2}}{4 x_{1}^{2}+y_{2}^{2}} d y_{2} \\
& \leq C\|\theta\|_{\mathcal{C}^{0, \alpha}} \log \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}}
\end{aligned}
$$

Proof of Lemma 4.1. Our main idea of the proof is motivated by [22, Lemma A.1] and [33, Lemma 2.1]. Let $x$ and $\theta$ satisfy all assumptions for Lemma 4.1. Then, we have the Biot-Savart law that

$$
\begin{aligned}
u(x)= & \int_{[0, \infty)^{2}}\left(\frac{(x-y)^{\perp}}{|x-y|^{2+\alpha}}-\frac{(x-\tilde{y})^{\perp}}{|x-\tilde{y}|^{2+\alpha}}+\frac{(x+y)^{\perp}}{|x+y|^{2+\alpha}}-\frac{(x-\bar{y})^{\perp}}{|x-\bar{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
& +\theta(x) \int_{[0, \infty)^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2+\alpha}}-\frac{(x-\tilde{y})^{\perp}}{|x-\tilde{y}|^{2+\alpha}}+\frac{(x+y)^{\perp}}{|x+y|^{2+\alpha}}-\frac{(x-\bar{y})^{\perp}}{|x-\bar{y}|^{2+\alpha}} d y .
\end{aligned}
$$

Let $u_{1}(x)=I_{1}+I_{2}+I I_{1}+I I_{2}$, where

$$
\begin{aligned}
I_{1} & :=-\int_{[0, \infty)^{2}}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
I_{2} & :=-\int_{[0, \infty)^{2}}\left(\frac{x_{2}+y_{2}}{|x+y|^{2+\alpha}}-\frac{x_{2}+y_{2}}{|x-\bar{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
I I_{1} & =-\theta(x) \int_{[0, \infty)^{2}} \frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}} d y, \quad \text { and } \\
I I_{2} & =-\theta(x) \int_{[0, \infty)^{2}} \frac{x_{2}+y_{2}}{|x+y|^{2+\alpha}}-\frac{x_{2}+y_{2}}{|x-\bar{y}|^{2+\alpha}} d y .
\end{aligned}
$$

We first estimate $I_{1}$. To show that

$$
\begin{equation*}
\left|I_{1}-2(2+\alpha) x_{1} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}}\right) \tag{4.5}
\end{equation*}
$$

we split the domain into three parts $\mathbb{R}^{2}=Q(x) \cup\left(\left[0,2 x_{1}\right] \times[0, \infty)\right) \cup\left(\left[2 x_{1}, \infty\right) \times\left[0,2 x_{2}\right]\right)$ and estimate the integral on each region.
(i) $y \in Q(x)$ case. We claim that

$$
\begin{equation*}
\left|-\int_{Q(x)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y-2(2+\alpha) x_{1} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \tag{4.6}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& -\int_{Q(x)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
& \quad=-\int_{Q(x)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right) \theta(y) d y+\int_{Q(x)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right) \theta(x) d y .
\end{aligned}
$$

It is not difficult to show that

$$
\begin{equation*}
\frac{1}{2}|y| \leq|x-y| \leq|y| \quad \text { and } \quad \frac{1}{2}|y| \leq|x-\tilde{y}| \leq \frac{3}{2}|y|, \quad y \in Q(x) \tag{4.7}
\end{equation*}
$$

We define $g(t)=|y-(\tilde{x}-(1-t)(\tilde{x}-x))|^{2+\alpha}$ for $0 \leq t \leq 1$. Then, we use the mean value theorem to obtain

$$
\begin{aligned}
|\tilde{x}-y|^{2+\alpha}-|x-y|^{2+\alpha} & =g(1)-g(0) \\
& =2(2+\alpha) x_{1}\left(\tau\left(y_{1}+x_{1}\right)+(1-\tau)\left(y_{1}-x_{1}\right)\right)|\tau(y-\tilde{x})+(1-\tau)(y-x)|^{\alpha}
\end{aligned}
$$

for some $\tau \in(0,1)$. Thus, it follows from the above and the fact $|\tilde{x}-y|=|x-\tilde{y}|$ that

$$
\begin{equation*}
\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}=\frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} \tag{4.8}
\end{equation*}
$$

Hence, we combine this with (4.7) that

$$
\begin{align*}
\left|\int_{Q(x)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right) \theta(x) d y\right| & \leq|\theta(x)| \int_{Q(x)} \frac{\left|x_{2}-y_{2}\right||g(1)-g(0)|}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} d y \\
& \leq C|\theta(x)| \int_{Q(x)} \frac{x_{1}}{|y|^{2+\alpha}} d y  \tag{4.9}\\
& \leq C x_{1} \frac{|\theta(x)|}{|x|^{\alpha}} \\
& \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}
\end{align*}
$$

where we used the odd-odd symmetry. Similarly, one can show that

$$
\begin{aligned}
\left|-\int_{Q(x)}\left(\frac{x_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}}{|x-\tilde{y}|^{2+\alpha}}\right) \theta(y) d y\right| & \leq \int_{Q(x)} \frac{x_{2}|g(1)-g(0)|}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} \theta(y) d y \\
& \leq C \int_{Q(x)} \frac{x_{1} x_{2}}{|y|^{3}} \frac{\theta(y)}{\left.|y|\right|^{\alpha}} d y \\
& \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}
\end{aligned}
$$

Now, it remains to show that

$$
\left|\int_{Q(x)}\left(\frac{y_{2}}{|x-y|^{2+\alpha}}-\frac{y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right) \theta(y) d y-2(2+\alpha) x_{1} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}
$$

For this, note that

$$
\begin{aligned}
\frac{y_{2}}{|x-y|^{2+\alpha}}-\frac{y_{2}}{|x-\tilde{y}|^{2+\alpha}}-2(2+\alpha) x_{1} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \\
\quad=2(2+\alpha) x_{1} y_{2}\left(\frac{\left(y_{1}-(1-2 \tau) x_{1}\right)|\tau(y-\tilde{x})+(1-\tau)(y-x)|^{\alpha}}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}}-\frac{y_{1}}{|y|^{4+\alpha}}\right) \\
\quad=2(2+\alpha) x_{1} y_{1} y_{2}\left(\frac{\left|y-\left((1-2 \tau) x_{1}, x_{2}\right)\right|^{\alpha}}{|x-y|^{2+\alpha}|\tilde{x}-y|^{2+\alpha}}-\frac{1}{|y|^{4+\alpha}}\right) \\
\quad-2(2+\alpha)(1-2 \tau) x_{1}^{2} y_{2} \frac{|\tau(y-\tilde{x})+(1-\tau)(y-x)|^{\alpha}}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} .
\end{aligned}
$$

Here, the second term is bounded by

$$
C x_{1}^{2} \frac{1}{|y|^{3+\alpha}}
$$

Thus, we arrive at

$$
\left|\int_{Q(x)} 2(2+\alpha)(1-2 \tau) x_{1}^{2} y_{2} \frac{|\tau(y-\tilde{x})+(1-\tau)(y-x)|^{\alpha}}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}
$$

On the other hand, we apply the mean value theorem again to

$$
h(\eta)=\left|\frac{y}{|y|}-\frac{\left((1-2 \tau) x_{1}, x_{2}\right)}{|y|}-2 \eta \tau \frac{x_{1} e_{1}}{|y|}\right|^{\alpha}\left|\frac{y}{|y|}-\eta \frac{\tilde{x}}{|y|}\right|^{\alpha}, \quad 0 \leq \eta \leq 1
$$

and yield

$$
\begin{aligned}
& \left|\frac{\left|y-\left((1-2 \tau) x_{1}, x_{2}\right)\right|^{\alpha}}{|x-y|^{2+\alpha}|\tilde{x}-y|^{2+\alpha}}-\frac{1}{|y|^{4+\alpha}}\right| \\
& \quad=\frac{|y|^{4+2 \alpha}}{|x-y|^{2+\alpha}|\tilde{x}-y|^{2+\alpha}|y|^{4+\alpha}}\left|\frac{y}{|y|}-\frac{\left((1-2 \tau) x_{1}, x_{2}\right)}{|y|}\right|^{\alpha}-\left|\frac{y}{|y|}-\frac{x}{|y|}\right|^{\alpha}\left|\frac{y}{|y|}-\frac{\tilde{x}}{|y|}\right|^{\alpha} \\
& \left.\quad+\left|\frac{y}{|y|}-\frac{x}{|y|}\right|^{\alpha}\left|\frac{y}{|y|}-\frac{\tilde{x}}{|y|}\right|^{\alpha}-\left(1-\frac{2 x \cdot y}{|y|^{2}}+\frac{|x|^{2}}{|y|^{2}}\right)\left(1-\frac{2 \tilde{x} \cdot y}{|y|^{2}}+\frac{|\tilde{x}|^{2}}{|y|^{2}}\right)\left|\frac{y}{|y|}-\frac{x}{|y|}\right|^{\alpha}\left|\frac{y}{|y|}-\frac{\tilde{x}}{|y|}\right|^{\alpha} \right\rvert\, \\
& \quad \leq \frac{|y|^{4+2 \alpha}}{|x-y|^{2+\alpha}|\tilde{x}-y|^{2+\alpha}|y|^{4+\alpha}}|h(1)-h(0)|+C|x| \frac{1}{|y|^{5+\alpha}} \\
& \quad \leq C|x| \frac{1}{|y|^{5+\alpha}}
\end{aligned}
$$

where we used

$$
\begin{aligned}
h^{\prime}(\eta)= & |y|^{-2 \alpha}\left(\alpha\left|y-\left((1-2 \tau) x_{1}, x_{2}\right)-2 \eta \tau x_{1} e_{1}\right|^{\alpha-2}\left(4 \eta \tau^{2} x_{1}^{2}-2 \tau x_{1}\left(y_{1}-(1-2 \tau) x_{1}\right)\right)|y-\eta \tilde{x}|^{\alpha}\right. \\
& \left.+\left|y-\left((1-2 \tau) x_{1}, x_{2}\right)-2 \eta \tau x_{1} e_{1}\right|^{\alpha} \alpha|y-\eta \tilde{x}|^{\alpha-2}\left(\eta|\tilde{x}|^{2}-y \cdot \tilde{x}\right)\right) \\
\leq & C \frac{|x|}{|y|}
\end{aligned}
$$

for $y \in Q(x)$. So we attain

$$
\left|\int_{Q(x)} 2(2+\alpha) x_{1} y_{1} y_{2}\left(\frac{\left|y-\left((1-2 \tau) x_{1}, x_{2}\right)\right|^{\alpha}}{|x-y|^{2+\alpha}|\tilde{x}-y|^{2+\alpha}}-\frac{1}{|y|^{4+\alpha}}\right) \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}
$$

Thus, we combine the above estimates to obtain (4.6).
(ii) $y \in\left[0,2 x_{1}\right] \times[0, \infty)$ case. First, we deduce from (4.8) that

$$
\begin{aligned}
& -\int_{\left[0,2 x_{1}\right] \times[0, \infty)}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
& =-\int_{\left[0,2 x_{1}\right] \times[0, \infty)} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}}(\theta(y)-\theta(x)) d y
\end{aligned}
$$

Since $|g(1)-g(0)| \leq C x_{1}\left(x_{1}+y_{1}\right)|\tilde{x}-y|^{\alpha}$ and $x_{1}+y_{1} \leq 3 x_{1}$ in this region, we have

$$
\begin{aligned}
& \left|-\int_{\left[0,2 x_{1}\right] \times[0, \infty)} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}}(\theta(y)-\theta(x)) d y\right| \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{\infty} \frac{x_{1}}{x_{1}^{2}+\left(x_{2}-y_{2}\right)^{2}}\left(\int_{0}^{x_{1}} \frac{x_{2}-y_{2}}{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}} d y_{1}\right) d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{\infty} \frac{x_{1}}{x_{1}^{2}+\left(x_{2}-y_{2}\right)^{2}} d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} .
\end{aligned}
$$

(iii) $y \in\left[2 x_{1}, \infty\right) \times\left[0,2 x_{2}\right]$ case. We again deduce from (4.8) that

$$
\begin{aligned}
& -\int_{\left[2 x_{1}, \infty\right) \times\left[0,2 x_{2}\right]}\left(\frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
& =-\int_{\left[2 x_{1}, \infty\right) \times\left[0,2 x_{2}\right]} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}}(\theta(y)-\theta(x)) d y .
\end{aligned}
$$

In this region, we have $|g(1)-g(0)| \leq C x_{1}\left(x_{1}+y_{1}\right)|\tilde{x}-y|^{\alpha}$ and $y_{1}-x_{1} \leq y_{1}+x_{1} \leq 3\left(y_{1}-x_{1}\right)$ for $y_{1} \geq 2 x_{1}$. This implies

$$
\begin{aligned}
& \left|-\int_{\left[2 x_{1}, \infty\right) \times\left[0,2 x_{2}\right]} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}}(\theta(y)-\theta(x)) d y\right| \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{x_{2}}\left(x_{2}-y_{2}\right)\left(\int_{2 x_{1}}^{\infty} \frac{y_{1}-x_{1}}{\left(\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}\right)^{2}} d y_{1}\right) d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{x_{2}} \frac{x_{2}-y_{2}}{x_{1}^{2}+\left(x_{2}-y_{2}\right)^{2}} d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \log \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}}
\end{aligned}
$$

Hence, we collect all the estimates up to now to attain (4.5).
Next, we estimate $I I_{1}$. Due to the asymmetry of integrands around $y_{2}=x_{2}$ on the interval $\left[0,2 x_{2}\right]$, we have

$$
I I_{1}=-\theta(x) \int_{[0, \infty) \times\left[2 x_{2}, \infty\right)} \frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}} d y
$$

Thanks to (4.9), it suffices to show that

$$
\begin{aligned}
& \left|-\theta(x) \int_{\left[0,2 x_{1}\right] \times\left[2 x_{2}, \infty\right)} \frac{x_{2}-y_{2}}{|x-y|^{2+\alpha}}-\frac{x_{2}-y_{2}}{|x-\tilde{y}|^{2+\alpha}} d y\right| \\
& \quad=\left|-\theta(x) \int_{\left[0,2 x_{1}\right] \times\left[2 x_{2}, \infty\right)} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} d y\right| \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha} .}
\end{aligned}
$$

On $\left[0,2 x_{1}\right] \times\left[2 x_{2}, \infty\right)$, we have $|x-y|^{\alpha} \geq\left(y_{2}-x_{2}\right)^{\alpha} \geq x_{2}^{\alpha}$. Then we estimate this term as we did for $I_{1}$ on the region $\left[0,2 x_{1}\right] \times[0, \infty)$ :

$$
\begin{aligned}
& \left|-\theta(x) \int_{\left[0,2 x_{1}\right] \times\left[2 x_{2}, \infty\right)} \frac{\left(x_{2}-y_{2}\right)(g(1)-g(0))}{|x-y|^{2+\alpha}|x-\tilde{y}|^{2+\alpha}} d y\right| \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{2 x_{2}}^{\infty} \frac{x_{1}}{x_{1}^{2}+\left(x_{2}-y_{2}\right)^{2}}\left(\int_{0}^{x_{1}} \frac{x_{2}-y_{2}}{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}} d y_{1}\right) d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{2 x_{2}}^{\infty} \frac{x_{1}}{x_{1}^{2}+\left(x_{2}-y_{2}\right)^{2}} d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}},
\end{aligned}
$$

which implies

$$
\left|I I_{1}\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} .
$$

For $I_{2}$, we redefine the function $g$ by $g(t)=|y-(\bar{x}-(1-t)(\bar{x}+x))|^{2+\alpha}$. Then one has

$$
\begin{aligned}
|\bar{x}-y|^{2+\alpha}-|x+y|^{2+\alpha} & =g(1)-g(0) \\
& =-2(2+\alpha) x_{1}\left(\tau\left(y_{1}+x_{1}\right)+(1-\tau)\left(y_{1}-x_{1}\right)\right)|\tau(y-\bar{x})+(1-\tau)(y+x)|^{\alpha}
\end{aligned}
$$

for some $\tau \in(0,1)$ and with this we proceed similarly to the estimates for $I_{1}$ to get

$$
\left|I_{2}-2(2+\alpha) x_{1} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{1}^{2}}\right)
$$

due to $|\bar{x}-y|=|x-\bar{y}|$.

For $I I_{2}$, we use $|g(1)-g(0)| \leq C x_{1}\left(x_{1}+y_{1}\right)|x+y|^{\alpha},|x+y| \geq|x|$, and $|x-\bar{y}| \geq x_{2}+y_{2}$, on the region $[0, \infty) \times\left[0,2 x_{2}\right]$ to have

$$
\begin{aligned}
& \left|-\theta(x) \int_{[0, \infty) \times\left[0,2 x_{2}\right]} \frac{\left(x_{2}+y_{2}\right)(h(1)-h(0))}{|x+y|^{2+\alpha}|x-\bar{y}|^{2+\alpha}} d y\right| \\
& \quad \leq C \frac{x_{1}}{|x|}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{2 x_{2}}\left(\int_{0}^{\infty} \frac{\left(x_{2}+y_{2}\right)}{\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}+y_{2}\right)^{2}} d y_{1}\right) d y_{2} \\
& \quad \leq C \frac{x_{1}}{|x|}\|\theta\|_{\mathcal{C}^{0, \alpha}} \int_{0}^{2 x_{2}} 1 d y_{2} \\
& \quad \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} .
\end{aligned}
$$

Since the other parts of the integral can be treated similarly to the estimates for $I I_{1}$, we have

$$
\left|I I_{2}\right| \leq C x_{1}\|\theta\|_{\mathcal{C}^{0, \alpha}} .
$$

Therefore, we combine all the above estimates to obtain (4.3).
Let $u_{2}=I I I_{1}+I I I_{2}+I V_{1}+I V_{2}$, where

$$
\begin{aligned}
I I I_{1} & :=\int_{\mathbb{R}^{2}}\left(\frac{x_{1}-y_{1}}{|x-y|^{2+\alpha}}-\frac{x_{1}-y_{1}}{|x-\bar{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
I I I_{2} & :=\int_{\mathbb{R}^{2}}\left(\frac{x_{1}+y_{1}}{|x+y|^{2+\alpha}}-\frac{x_{1}+y_{1}}{|x-\tilde{y}|^{2+\alpha}}\right)(\theta(y)-\theta(x)) d y \\
I V_{1} & :=\theta(x) \int_{\mathbb{R}^{2}}\left(\frac{x_{1}-y_{1}}{|x-y|^{2+\alpha}}-\frac{x_{1}-y_{1}}{|x-\bar{y}|^{2+\alpha}}\right) d y, \quad \text { and } \\
I V_{2} & :=\theta(x) \int_{\mathbb{R}^{2}}\left(\frac{x_{1}+y_{1}}{|x+y|^{2+\alpha}}-\frac{x_{1}+y_{1}}{|x-\tilde{y}|^{2+\alpha}}\right) d y .
\end{aligned}
$$

Then, we can show that

$$
\left\{\begin{array}{l}
\left|I I I_{1}+2(2+\alpha) x_{2} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C x_{2}\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{2}^{2}}\right), \\
I I I_{2}+2(2+\alpha) x_{2} \int_{Q(x)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y \left\lvert\, \leq C x_{2}\|\theta\|_{\mathcal{C}^{0, \alpha}}\left(1+\log \frac{x_{1}^{2}+x_{2}^{2}}{x_{2}^{2}}\right)\right.,
\end{array}\right.
$$

and

$$
\left|I V_{1}\right|+\left|I V_{2}\right| \leq C x_{2}\|\theta\|_{\mathcal{C}^{0, \alpha}}
$$

which yields (4.4). Since the proof is parallel to that of $u_{1}$ by changing the role of the first and the second components, we omit the details of that. This completes the proof.
4.3. Proof of Theorem 1.2, Let $\varepsilon>0$ and consider smooth initial data $\theta_{0}^{(N)} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{2}\right)$ given by (4.1) with $N \geq n_{0}$. Recalling Section 4.1) we fix $n_{0}>0$ such that (4.2) holds for all $N \geq n_{0}$. To derive a contradiction, suppose that there exists $M>0$ and $T>0$ such that each corresponding smooth solution $\theta^{(N)}(t)$ exists on the interval $[0, T]$ and

$$
\begin{equation*}
\sup _{t \in[0, T]}\|\theta(t)\|_{\mathcal{C}^{0, \alpha}} \leq M \tag{4.10}
\end{equation*}
$$

Though it is well known that the smooth solution $\theta^{(N)}(t)$ actually exists at least on the interval $\left[0, T^{(N)}\right]$, it is unclear the lifespan of $\theta^{(N)}$ is enough to generate $\mathcal{C}^{0, \alpha}$-norm inflation (note that $T^{(N)} \rightarrow 0$ as $N \rightarrow \infty$ ). This is why the lifespan of $\theta^{(N)}(t)$ is included in our assumptions. For simplicity, we assume that $M \geq 1$ and $M T \ll 1$. Since $\theta_{0}^{(N)}$ satisfies the odd-odd symmetry, the uniqueness result in Section 3.2 guarantees that $\theta^{(N)}(t)$ should be odd-odd symmetric on $[0, T]$.

We recall from Lemma 2.1 that

$$
|u(t, x)-u(t, y)| \lesssim M|x-y|\left(10+\log \frac{1}{|x-y|}\right)
$$

Then, the forward chateristic flow $\Phi(t ; 0, \cdot): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined as a solution to

$$
\frac{d}{d t} \Phi(t ; 0, x)=u(t, \Phi(t ; 0, x)), \quad \Phi(0 ; 0, x)=x
$$

is well-defined, and there exists a constant $C>0$ such that for any $t \in[0, T]$,

$$
|x-y|^{\exp (C M t)} \leq|\Phi(t ; 0, x)-\Phi(t ; 0, y)| \leq|x-y|^{\exp (-C M t)}
$$

holds for all $x, y \in \mathbb{R}^{2}$ with $|x-y| \leq 1$ and

$$
|x-y| e^{-C M t} \leq|\Phi(t ; 0, x)-\Phi(t ; 0, y)| \leq|x-y| e^{C M t}
$$

holds for all $x, y \in \mathbb{R}^{2}$ with $|x-y|>1$. This implies $\operatorname{supp} \theta(t, \cdot) \subset B(0, R)$ on $[0, T]$ for some $R>0$. Moreover, due to the odd-odd symmetry and the continuity of $\theta(t, \cdot)$, the solution vanishes at the axes and it is conserved along the characteristics:

$$
\theta(t, \Phi(t ; 0, x))=\theta_{0}(x), \quad x \in \mathbb{R}^{2} \text { and } t \in[0, T] .
$$

We also observe that the solution $\theta$ satisfies the assumptions in Lemma 4.1. Thus we deduce from (4.3) that

$$
\begin{equation*}
\left|\frac{d}{d t} \log \Phi_{1}(t ; 0, x)-4(2+\alpha) \int_{Q(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C M \log \left(e+\frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)}\right) \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{d}{d t} \log \Phi_{2}(t ; 0, x)+4(2+\alpha) \int_{Q(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \tag{4.12}
\end{equation*}
$$

for any $x \in \mathbb{R}^{2}$ with $x_{1}, x_{2}>0$. Here $C>0$ is independent of $M$.
Lemma 4.2. For any given $\gamma>1$ and $K \geq 1$, there exists $T=T(M, \gamma, K)>0$ such that

$$
\begin{equation*}
\frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)} \leq \gamma \frac{x_{2}}{x_{1}}, \quad t \in[0, T] \tag{4.13}
\end{equation*}
$$

for all $x \in \mathbb{R}^{2}$ with $x_{1}>0, x_{2}>0$, and $\frac{1}{K} \leq \frac{x_{2}}{x_{1}} \leq K$.
Proof. From (4.11) and (4.12), we have

$$
\frac{d}{d t} \log \frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)} \leq C M\left(\log \left(e+\frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)}\right)+\log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right)\right)
$$

Note that (4.13) holds for $t=0$. Assume that there exists $\left[t_{1}, t_{2}\right] \subset[0, T]$ such that $\frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)} \geq \frac{\gamma}{2} \frac{x_{2}}{x_{1}}$ on $\left[t_{1}, t_{2}\right]$. Then, it follows that

$$
\frac{d}{d t} \log \frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)} \leq C M+C M \log \frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)}
$$

Thus, by Grönwall's lemma, we have

$$
\log \frac{\Phi_{2}(t ; 0, x)}{\Phi_{1}(t ; 0, x)} \leq e^{C M T}\left(\log \left(\frac{\gamma}{2} \frac{x_{2}}{x_{1}}\right)+C M T\right), \quad t \in\left[t_{1}, t_{2}\right]
$$

By taking $T>0$ sufficiently small and using the classical continuation argument, we obtain the desired estimate.

Now, let $\Omega_{n}:=\operatorname{supp} \theta_{0, l o c}^{(n)}$ for $n \geq n_{0}$, and take $\gamma>1$. Since $x=\left(x_{1}, x_{2}\right) \in \Omega_{n}$ satisfies

$$
\frac{1}{3}=\frac{4^{-n-2}-4^{-n} \cdot \frac{1}{32}}{4^{-n-2}+4^{-n} \cdot \frac{1}{32}} \leq \frac{x_{2}}{x_{1}} \leq \frac{4^{-n-2}+4^{-n} \cdot \frac{1}{32}}{4^{-n-2}-4^{-n} \cdot \frac{1}{32}}=3
$$

we get (4.13) for any $x \in \Omega_{n}$ with $n \geq n_{0}$. By combining this with Remark 4.2 we have

$$
\begin{equation*}
\left|\frac{d}{d t} \log \Phi_{1}(t ; 0, x)-4(2+\alpha) \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C M, \quad x \in \Omega_{n} \tag{4.14}
\end{equation*}
$$

Similarly, we can obtain

$$
\begin{equation*}
\left|\frac{d}{d t} \log \Phi_{2}(t ; 0, x)+4(2+\alpha) \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y\right| \leq C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right), \quad x \in \Omega_{n} \tag{4.15}
\end{equation*}
$$

From (4.14), by employing the analogous argument to [22, Claim I] or [21, Lemma 4.1], we deduce

$$
\begin{equation*}
2 \sup _{x \in \cup_{n}>N \Omega_{n}} \Phi_{1}(t ; 0, x) \leq \inf _{x \in \Omega_{N}} \Phi_{1}(t ; 0, x), \quad t \in[0, T] \tag{4.16}
\end{equation*}
$$

for any $N \geq n_{0}$.
In the lemma below, we present the comparability between Eulerian and Lagrangian variables.
Lemma 4.3. Let $\gamma>1$. Then for each $n_{0} \leq n \leq N$, there exists $T_{n} \in(0, T]$ with $T_{n} \gtrsim \frac{1-\beta}{n^{1-\beta}}$ for sufficiently large $n$ such that

$$
\begin{equation*}
\frac{1}{\gamma} \leq \frac{\Phi_{1}(t ; 0, x)}{x_{1}} \leq \gamma, \quad \frac{1}{\gamma} \leq \frac{\Phi_{2}(t ; 0, x)}{x_{2}} \leq \gamma, \quad t \in\left[0, T_{n}\right] \tag{4.17}
\end{equation*}
$$

for any $x \in \Omega_{n}$.
Proof. We proceed by induction argument and start with $n=n_{0}$. For every $x \in \Omega_{n}$, we first deduce from (4.16) that $\theta(t, y)=0$ for any $t \in[0, T]$ and $y \in R(\Phi(t ; 0, x))$. We combine this with (4.14) and 4.15) to get

$$
\frac{d}{d t} \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right)
$$

Then applying Grönwall's lemma yields

$$
\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq C, \quad t \in[0, T]
$$

Thus, we apply this to (4.14) and (4.15) and obtain

$$
\left|\frac{d}{d t} \log \Phi_{1}(t ; 0, x)\right|+\left|\frac{d}{d t} \log \Phi_{2}(t ; 0, x)\right| \leq C M
$$

By taking $T_{n_{0}}=T$ and using $T M \ll 1$, we obtain (4.17) with $n=n_{0}$.
Suppose that (4.17) holds for $n=n_{0}, \ldots, N-1$ with the corresponding time $T_{n}$. Let $n=N$. From (4.14) and (4.15), we have

$$
\begin{aligned}
\frac{d}{d t} \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} & \leq C \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \\
& =C \sum_{m<N} \int_{\Omega_{m}} \frac{\Phi_{1}(t ; 0, y) \Phi_{2}(t ; 0, y)}{|\Phi(t ; 0, y)|^{4+\alpha}} \theta_{0}(y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \\
& \leq C \sum_{m<N} \int_{\Omega_{m}} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta_{0}(y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \\
& =C \sum_{m<N} m^{-\beta}+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right)
\end{aligned}
$$

where we used (4.16) and the induction hypothesis at the last inequality. We now take

$$
T_{N}=\min \left\{T, \frac{C}{\sum_{m<N} m^{-\beta}}\right\} .
$$

By a similar argument, we also obtain

$$
\log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq C, \quad t \in\left[0, T_{N}\right]
$$

and this concludes our desired estimate.
Now, we are ready to prove Theorem [1.2 We take any $x \in \Omega_{n}$ with $n \gg n_{0}$ and combination of (4.14) and (4.15) gives

$$
\begin{aligned}
\frac{d}{d t} \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} & \leq 8(2+\alpha) \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \\
& \leq C \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right)
\end{aligned}
$$

If $\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq e$, we find

$$
\frac{d}{d t} \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq C \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C M
$$

and if $\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \geq e$, we get

$$
\frac{d}{d t} \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq C \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C M \log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}
$$

Applying Grönwall's lemma to the above implies

$$
\log \frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)} \leq\left(\log \frac{x_{1}}{x_{2}}+C \int_{0}^{t} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t+C M t\right) e^{C M t}
$$

Hence, we deduce from (4.15) that

$$
\begin{aligned}
\frac{d}{d t} \log \Phi_{2}(t ; 0, x) & \leq-4(2+\alpha) \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C M \log \left(e+\frac{\Phi_{1}(t ; 0, x)}{\Phi_{2}(t ; 0, x)}\right) \\
& \leq-4(2+\alpha) \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y+C \int_{0}^{t} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t+C M
\end{aligned}
$$

This yields

$$
\begin{aligned}
\log \frac{\Phi_{2}\left(T_{\sqrt{n}}, x\right)}{x_{2}} \leq & -4(2+\alpha) \int_{0}^{T \sqrt{n}} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t \\
& +C T \int_{0}^{T \sqrt{n}} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t+C M T \\
\leq & -2 \int_{0}^{T \sqrt{n}} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t+C M T
\end{aligned}
$$

Due to the nonnegativity of $\theta$ on $R(\Phi(t ; 0, x))$, we see that

$$
\begin{aligned}
-2 \int_{0}^{T_{\sqrt{n}}} \int_{R(\Phi(t ; 0, x))} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t & \leq-2 \sum_{\sqrt{n}<k<n} \int_{0}^{T_{k}} \int_{\Phi\left(t ; 0, \Omega_{k}\right)} \frac{y_{1} y_{2}}{|y|^{4+\alpha}} \theta(t, y) d y d t \\
& \leq-\sum_{\sqrt{n}<k<n} c k^{-\beta} T_{k} \\
& \leq-c(1-\beta) \log n
\end{aligned}
$$

where we used the lower bound of $T_{k}$ at the last inequality. Thus, we obtain

$$
\frac{\Phi_{2}\left(T_{\sqrt{n}}, x\right)}{x_{2}} \leq C n^{-c(1-\beta)}
$$

Here, we observe that

$$
\left\|\theta\left(T_{\sqrt{n}}, \cdot\right)\right\|_{\mathcal{C}^{0, \alpha}} \geq \frac{\theta\left(T_{\sqrt{n}}, \Phi\left(T_{\sqrt{n}}, x\right)\right)-\theta\left(T_{\sqrt{n}}, \Phi_{1}\left(T_{\sqrt{n}}, x\right), 0\right)}{\Phi_{2}\left(T_{\sqrt{n}}, x\right)^{\alpha}}=\frac{\theta_{0}(x)-\theta_{0}\left(x_{1}, 0\right)}{x_{2}^{\alpha}}\left(\frac{x_{2}}{\Phi_{2}\left(T_{\sqrt{n}}, x\right)}\right)^{\alpha}
$$

We fix $x=\left(4^{-n-2}, 4^{-n-2}\right)$. Since

$$
\frac{\theta_{0}(x)-\theta_{0}\left(x_{1}, 0\right)}{x_{2}^{\alpha}} \simeq n^{-\beta}
$$

we can get

$$
\frac{\theta_{0}(x)-\theta_{0}\left(x_{1}, 0\right)}{x_{2}^{\alpha}}\left(\frac{x_{2}}{\Phi_{2}(T, x)}\right)^{\alpha} \gtrsim n^{-\beta} n^{c \alpha(1-\beta)} \gtrsim n^{c \alpha-(1+c \alpha) \beta}
$$

Finally, we take sufficiently small $\beta$ such that $c \alpha-(1+c \alpha) \beta=: \eta>0$ and consider $N$ with $N \geq n_{0}^{2}$, $N \geq M^{2 / \eta}$ and $T_{\sqrt{N}} \simeq \frac{1-\beta}{N^{1-\beta}} \leq T$. This yields $\left\|\theta\left(T_{\sqrt{N}}, \cdot\right)\right\|_{\mathcal{C}^{0, \alpha}} \geq M^{2}$ that contradicts (4.10). This completes the proof for Theorem 1.2
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