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Abstract

We generalize Kracht’s theory of internal describability from classical modal logic to the family of
all logics canonically associated with varieties of normal lattice expansions (LE algebras). We work in
the purely algebraic setting of perfect LEs; the formulas playing the role of Kracht’s formulas in this
generalized setting pertain to a first order language whose atoms are special inequalities between terms
of perfect algebras. Via duality, formulas in this language can be equivalently translated into first order
conditions in the frame correspondence languages of several types of relational semantics for LE-logics.

1 Introduction

The present paper continues a line of investigation initiated in [16] and aimed at uniformly generalizing
Kracht’s theory of internal describability [37] from classical modal logic to large families of nonclassical
logics, such as the logics canonically associated with varieties of normal lattice expansions [29], which are
sometimes referred to as non-distributive logics or LE-logics.

In [37], Kracht characterized the syntactic shape of a class of formulas in the first order language of
Kripke frames, each of which is the first-order correspondent of some Sahlqvist formula of classical modal
logic. This remarkable and very well known result, which can be understood as the ‘converse of Sahlqvist
correspondence theory’ (cf. [1, Section 3.7]), does not have many follow-up results in the literature (with the
notable exception of Kikot’s [36], which extends Kracht’s result from Sahlqvist formulas to inductive formulas
[31] of classical modal logic). In particular, to our knowledge, no generalizations exist of Kracht’s theory
to any specific non-classical logic language, let alone to families thereof, unlike Sahlqvist correspondence
theory, which has given rise to a rich literature, especially investing non-classical frameworks [34, 38, 2,
17, 48, 3]. Moreover, a shift from a model-theoretic to an algebraic perspective on the mechanism of
Sahlqvist correspondence made it possible to define the class of Sahlqvist and inductive formulas/inequalities
uniformly across a broad range of logical languages, based on the order-theoretic properties of the algebraic
interpretations of the logical connectives in each language, and to extend the algorithm SQEMA, which
computes the first order correspondents of inductive formulas of classical modal logic [12], to the algorithm
ALBA [13, 14], performing the same task as SQEMA for a broad spectrum of nonclassical languages which
includes the LE-logics, and their expansions with fixed points [11, 6]. These results make an overarching
theory referred to as unified correspondence [11]. The lack of extant results generalizing Kracht’s theory to
nonclassical logics is likely due to the specific challenges they present, one of them being that non-classical
logics do not typically have one single established relational semantics, but rather, many different relational
semantic frameworks exist for the same logic, each of which is associated with significantly different first
order languages.

The present paper aims at uniformly characterizing the syntactic shape of the first order correspondents
of inductive inequalities in arbitrary LE-languages, and at introducing an algorithm for computing the LE-
axiom to which each given first order condition corresponds. The uniformity we seek is relative to every
type of relational semantics of every LE-logic (see Definition 3.5). Achieving such uniformity would justify
the present theory to be regarded as the ‘converse’ of unified correspondence for LE-logics [14], and hence
to be referred to as unified inverse correspondence for LE-logics.

Rather than following Kikot’s proof strategy, which hinges on finding the appropriate relaxation of the
conditions on Kracht’s formulas so as to cover the wider class of inductive formulas, the proof strategy
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of the present contribution hinges on the syntactic characterization of the first order correspondents of a
certain subclass of very simple Sahlqvist inequalities in the given LE-language expanded with the residuals
of all connectives (cf. Definition 5.13).

Structure of the paper. In Section 2, we illustrate the procedure for computing the LE-axiom associated
with a given first order condition with an example. In Section 3 we recall notions about lattice expansion
logics, canonical extensions of lattice expansions, ALBA’s language, (refined) inductive inequalities, and
geometric implications. In Section 4, we discuss an alternative presentation of the algorithm ALBA in
Section 4.1, and we use it to show that ALBA outputs are (equivalent to) generalized geometric implications
in Section 4.2. In Section 5 we present an algorithm for inverse correspondence that targets inductive
inequalities. Specifically, in Section 5.1, we introduce an inverse correspondence procedure which transforms
certain first order formulas into very simple Sahlqvist formulas in the language expanded with the residuals
of all non-propositional connectives in each coordinate (i.e. this language is the counterpart, in the context
of LE-languages, of the tense language for classical modal logic). Then, in Section 5.2, we characterize a
proper subclass of very simple Sahlqvist formulas in the expanded language each of which is equivalent to an
inductive inequalities in the original LE-language. In Section 6, we show how the general algebraic definitions
can be instantiated to a few semantic contexts, and we provide some additional examples in Section 7,
including an example that deals with heterogeneous (many-sorted) lattice expansions. We conclude in
Section 8.

2 Informal illustration of the ‘inverse correspondence’ procedure

The strategy enabling a uniform approach to correspondence for arbitrary languages hinges on a two-step
process in which (a) the elimination of the monadic second order quantification is effected in an algebraic
environment, thanks to the order-theoretic properties of the algebraic interpretation of the logical connec-
tives; after this elimination, (b) conditions in this algebraic environment are translated into the first order
correspondents in any frame correspondence language via discrete duality (cf. [14, Section 2.2]).

The strategy adopted in this paper to define a unified inverse correspondence algorithm consists in
taking the converse route to the steps (a) and (b) described above: firstly, (b′) a condition in the first
order language of a certain relational structure is equivalently rewritten in the extended language of ALBA
L+
LE, which is an algebraic language extending a given LE-language LLE and is naturally interpreted in

the complex of algebras of the given relational structures (see Definition 3.23). Then, (a′) the translated
condition in L+

LE is processed and is equivalently rewritten as an LLE-axiom. In particular, step (a′1) can be
subdivided in two sub-steps. Firstly, (a′1) the translated condition in L+

LE is equivalently transformed into
a very simple Sahlqvist L∗

LE-inequality of a suitable syntactic shape (cf. Definition 5.13), where L∗
LE is the

extension of LLE with the residuals of all connectives in each coordinate. Secondly, (a′2) this L
∗
LE-inequality

is equivalently transformed into an inductive LLE-inequality.
Since, as discussed above, the frame correspondence languages associated with various semantics can be

significantly different, the suitable syntactic shape is not characterized in terms of any of these languages,
but is rather characterized in L+

LE. Hence, the generalization of Kracht formulas is defined in L+
LE, and it

can be extended to the language of any specific semantics by characterizing the formulas in that language
which equivalently translate to this shape L+

LE.
In what follows, we illustrate these two steps with examples. For the sake of simplicity, we set the LE-

language LLE to be the {\}-fragment of the language of the basic full Lambek calculus [23], and consider
the well known semantics of LLE given by the class of magmas F = (W, ·), i.e., sets endowed with a binary
operation. As is well known, any such F gives rise to the complex L∗

LE-algebra F+ = (P(W ), ◦, \, /), where
L∗
LE denotes the expansion of LLE with the residuals of \ in each coordinate, P(W ) denotes the powerset

of W , and for all A,B ⊆W ,

A ◦B = {a · b : a ∈ A, b ∈ B}, A\B = {u | ∀a(a ∈ A⇒ a · u ∈ B)}, A/B = {u | ∀b(b ∈ B ⇒ u · b ∈ A)}.

Consider the following equation holding on a magma F = (W, ·):

w · (x · z) = (w · x) · (w · z). (1)
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Since, in this context, F plays the role of a Kripke frame, it makes sense to equivalently rewrite the equation
above as the following condition in the frame correspondence language of the class of magmas:

∀x, y, z, w, t (y = x · z & t = w · y ⇒ ∃w1∃w2(t = w1 · w2 & w1 = w · x & w2 = w · z)) (2)

The condition above can be translated as a condition in the (extended) language of the perfect residuated
algebra F+ as follows: For any variable u ranging over W , let ju := {u} and mu :=W \ {u}. Hence, for any
x, y, z ∈ W ,

x = y · z iff jx ≤ jy ◦ jz iff jy ◦ jz � mx iff jz � jy\mx iff jy\mx ≤ mz, (3)

and analogous chains of equivalences can be obtained by residuating on the first coordinate of ◦. Therefore,
(2) can equivalently be rewritten as follows (thus completing step (b’) described above):

∀x, y, z, w, t (jx\my ≤ mz & jw\mt ≤ my ⇒ ∃w1∃w2(jt ≤ jw1
◦ jw2

& jw1
≤ jw ◦ jx & jw2

≤ jw ◦ jz)) ,

which is readily shown to be equivalent to

∀x, z, w, t (jx\(jw\mt) ≤ mz ⇒ jt ≤ (jw ◦ jx) ◦ (jw ◦ jz)) , (4)

using the fact that atoms (resp. coatoms) in F+ are completely join-prime (resp. meet-prime) and join-dense
(resp. meet-dense) in F+, and moreover \ is completely meet-preserving in its second coordinate, and ◦ is
completely join-preserving in both coordinates.1 Consider now the following condition, which is obtained
by taking the contrapositive of (4) and then applying the equivalences in (3):

∀x, z, w, t ((jw ◦ jx) ◦ (jw ◦ jz) ≤ mt ⇒ jz ≤ jx\(jw\mt)) .

Using the properties mentioned above, one readily shows that the condition above is equivalent to the
following inequality, in which the variable mt has been eliminated:

∀x, z, w jz ≤ jx\(jw\((jw ◦ jx) ◦ (jw ◦ jz))). (5)

This inequality can be recognized as the ALBA-output of an inequality pertaining to a specific subclass of
Sahlqvist L∗

LE-inequalities (the scattered very simple Sahlqvist L∗
LE-inequalities, cf. Definition 3.19). By the

general theory (cf. Lemma 5.7), the ALBA output of any scattered very simple Sahlqvist inequality can be
obtained by replacing every propositional variable by a nominal or a conominal variable. Hence, condition
(5) is equivalent to the following scattered very simple Sahlqvist L∗

LE-inequality holding in F+:

∀p, q, r p ≤ q\(r\((r ◦ q) ◦ (r ◦ p))), (6)

Using ALBA-rules, (6) can be further processed so as to equivalently rewrite it as a proper inductive
LLE-inequality.

∀p, q, r (p ≤ q\(r\((r ◦ q) ◦ (r ◦ p))))
iff ∀p, q, r, a (r ≤ a⇒ p ≤ q\(r\((a ◦ q) ◦ (a ◦ p))))
iff ∀p, q, r, a, b (r ≤ a & a ◦ q ≤ b⇒ p ≤ q\(r\(b ◦ (a ◦ p))))
iff ∀p, q, r, a, b, c (r ≤ a & a ◦ q ≤ b & b ◦ (a ◦ p) ≤ c⇒ p ≤ q\(r\c))
iff ∀p, q, r, a, b, c (r ≤ a & q ≤ a\b & p ≤ a\(b\c) ⇒ p ≤ q\(r\c))
iff ∀p, q, a, b, c (q ≤ a\b & p ≤ a\(b\c) ⇒ p ≤ q\(a\c))
iff ∀p, a, b, c (p ≤ a\(b\c) ⇒ p ≤ (a\b)\(a\c))
iff ∀a, b, c a\(b\c) ≤ (a\b)\(a\c),

which completes step (a’) described above. Notice that the LLE-inequality a\(b\c) ≤ (a\b)\(a\c) is a proper
inductive inequality which is not Sahlqvist for any order-type.

The syntactic shape of (6) is further characterized in Definition 5.13, as a class of very simple Sahlqvist
L∗
LE-inequalities which can be equivalently rewritten, via ALBA-rules [14, Section 4], as LLE-inductive

inequalities.

1For instance, let us show how to rewrite jx\(jw\mt) ≤ mz . Since coatoms are meet-dense in F+, jx\(jw\mt) ≤ mz

holds iff jx\
∧

{my : (jw\mt) ≤ my} ≤ mz, which, by the fact that \ is completely meet preserving in its second coordinate,
is equivalent to

∧

{jx\my : (jw\mt) ≤ my} ≤ mz. Since mz is completely meet prime, the inequality is equivalent to
∃y((jw\mt) ≤ my & jx\my ≤ my).
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3 Preliminaries

The present section collects definitions and basic facts introduced in [14, 40, 47, 42, 35].

3.1 Lattice expansion logics

The framework of (normal) LE-logics (those logics canonically associated with varieties of normal general—
i.e. not necessarily distributive—lattice expansions [29, 14], and sometimes referred to as non-distributive
logics) has been introduced as an overarching environment for developing duality, correspondence, and
canonicity results for a wide class of logical systems covering the best known and most widely applied
nonclassical logics in connection with one another (cf. Example 3.3 below); however, the resulting framework
turned out to be very important also for studying the proof theory of these logics [32, 5], precisely thanks
to the systematic connections between proof-theoretic properties and correspondence-theoretic properties
(more about this in the conclusions). The exposition in the present subsection is based on [14, Section 1],
[15, Section 3], [33, Sections 2 and 3], to which we refer the interested reader for more detail.

Definition 3.1 (Order type). An order-type over n ∈ N is an n-tuple ε ∈ {1, ∂}n. For every order-type ε,
we denote its opposite order-type by ε∂, that is, ε∂i = 1 iff εi = ∂ for every 1 ≤ i ≤ n. For any lattice A, we
let A1 := A and A∂ be the dual lattice, that is, the lattice associated with the converse partial order of A.
For any order-type ε over n, we let Aε := Πni=1A

εi . For a given s ∈ {1, ∂}, we identify −s with 1 if s = ∂,
and with ∂ otherwise.

Definition 3.2 (LE-language). The language LLE(F ,G) (sometimes abbreviated as LLE) takes as param-
eters a denumerable set AtProp of proposition letters, and two sets of connectives F and G. Each f ∈ F
and g ∈ G has arity nf ∈ N (resp. ng ∈ N) and is associated with some order type εf over nf (resp. εg over
ng).

2 The terms (formulas) of LLE are defined recursively as follows:

φ ::= p | ⊥ | ⊤ | (φ ∧ φ) | (φ ∨ φ) | f(φ) | g(φ)

where p ∈ AtProp, f ∈ F , g ∈ G.
We will follow the standard rules for the elimination of parentheses. Terms in LLE will be denoted

either by s, t, or by lowercase Greek letters such as ϕ, ψ, γ etc. The purpose of grouping LE-connectives
in the families F and G is to identify – and refer to – the two types of order-theoretic behaviour relevant
for the development of this theory. Roughly speaking, connectives in F and in G can be thought of as the
logical counterparts of generalized operators, and of generalized dual operators, respectively. We adopt the
convention that unary connectives bind more strongly than the others.

Example 3.3. Several examples of LE languages are listed in the following table

Logic Abbr. F -oper. G-oper. Refs
Classical modal logic LCML ∧ ♦ ¬ ⊤ ∨ → ¬ � ⊥
Intuitionistic logic LIL ∧ ⊤ ∨ → ⊥
Bi-intuitionistic logic LBi ∧ >− ⊤ ∨ → ⊥ [45]
Distributive modal logic LDML ∧ ♦ ⊳ ⊤ ∨ � ⊲ ⊥ [26, 14]
Positive modal logic LPML ∧ ♦ ⊤ ∨ � ⊥ [18]
Bi-intuitionistic modal logic LBIML ∧ >− ♦ ⊤ ∨ → � ⊥ [49]
Intuitionistic modal logic LIML ∧ ♦ ⊤ ∨ → � ⊥ [20]
Semi-De Morgan logic LSDM ∧ ⊤ ∨ ⊲ ⊥ [46]
Orthologic LOL ⊤ ⊲ ⊥ [30]
Full Lambek calculus LFL ◦ 1 \ / [39, 23]
Lambek-Grishin calculus LLG ◦ \⋆ /⋆ 1 ⋆ \◦ /◦ @ [41]
Mult.-Add. linear logic LMALL ◦ 1 \◦ @ [23]

where the order type of the connectives is specified in the following tables

2Unary f (resp. g) connectives are typically denoted ♦ (resp. �) if their order type is 1, and ⊳ (resp. ⊲) if their order type
is ∂.
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Symbol εh
⊤ ⊥ 1 @ ()

♦ � (1)
⊲ ⊳ ¬ (∂)

Symbol εh
∧ ◦ ∨ ⋆ (1, 1)
\◦ → \⋆ (∂, 1)
/◦>− /⋆ (1, ∂)

Definition 3.4 (Lattice expansion). For any pair of families of connectives F and G as above, a lattice
expansion is a triple A = (L,FA,GA) such that L is a bounded lattice, FA = {fA : f ∈ F} and GA = {gA :
g ∈ G}, such that every fA ∈ FA (resp. gA ∈ GA) is a nf (resp. ng)-ary operation on A. A lattice expansion
is normal if all the operations fA ∈ FA and gA ∈ GA are finitely join and meet preserving respectively, i.e.
for any a, b ∈ Aεf and c, d ∈ Aεg , such that a and b (resp. c and d) differ in only one coordinate,

fA(a) = ⊥ if some ai = ⊥εf (i) and gA(c) = ⊤ if some ci = ⊤εg(i)

fA(a ∨εf b) = fA(a) ∨ fA(b) and gA(c ∧εg d) = gA(c) ∧ gA(d),

where ⊥ = ⊥1 = ⊤∂ and ⊤ = ⊤1 = ⊥∂ , and ∨εh and ∧εh are the meet and the join of the lattice Aεh for
some h ∈ F ∪ G. In the remainder of the paper, we will also denote ∧1 = ∧ = ∨∂ , and ∧∂ = ∨ = ∨1.

In the present paper, all the lattice expansions we consider are normal; hence will often drop the adjective
‘normal’. The class LE of normal lattice expansions (for a fixed LE-language) is equational, and thus forms
a variety. Lattice-based logics of this kind are usually not expressive enough to build implication-like terms
which encode the entailment relation. Hence, since entailment cannot be recovered from the tautologies, it
is necessary to take the whole relation as definition for these logics.

Definition 3.5 (LE logic). For any LLE(F ,G), an LLE-logic is a set of sequents ϕ ⊢ ψ, with ϕ, ψ ∈ LLE,
containing the axioms encoding the lattice structure

p ⊢ p, ⊥ ⊢ p, p ⊢ ⊤, p ⊢ p ∨ q, q ⊢ p ∨ q, p ∧ q ⊢ p, p ∧ q ⊢ q,

and for each f ∈ F and g ∈ G the axioms encoding normality

f(p1, ... ,⊥
εf (i), ... , pnf

) ⊢ ⊥, ⊤ ⊢ g(p1, ... ,⊤
εg(i), ... , png

),

f(p1, ... , p ∨
εf (i) q, ... , pnf

) ⊢ f(p1, ... , p, ... , pnf
) ∨ f(p1, ... , q, ... , pnf

),
g(p1, ... , p, ... , png

) ∧ g(p1, ... , q, ... , png
) ⊢ g(p1, ... , p ∧

εg(i) q, ... , png
),

and is closed under the following inference rules

φ ⊢ χ χ ⊢ ψ

φ ⊢ ψ

φ ⊢ ψ

φ(χ/p) ⊢ ψ(χ/p)

χ ⊢ φ χ ⊢ ψ

χ ⊢ φ ∧ ψ

φ ⊢ χ ψ ⊢ χ

φ ∨ ψ ⊢ χ

where φ(χ/p) denotes uniform substitution of χ for p in φ, and for each connective f ∈ F and g ∈ G (in
this context, ⊢1 is ⊢ and ⊢∂ is ⊣),

φ ⊢ ψ

f(φ1, ... , φ, ... , φnf
) ⊢εf (i) f(φ1, ... , ψ, ... , φnf

)

φ ⊢ ψ

g(φ1, ... , φ, ... , φng
) ⊢εg(i) g(φ1, ... , ψ, ... , φng

)

The minimal LLE(F ,G)-logic is denoted by LLE(F ,G), or simply by LLE when F and G are clear from the
context.

For every LE A, ⊢ is interpreted as ≤, and A |= ϕ ⊢ ψ iff h(ϕ) ≤ h(ψ) for every homomorphism h
over the algebra of formulas over AtProp to A. The notation LE |= ϕ ⊢ ψ denotes that A |= ϕ ⊢ ψ for
every algebra A in LE. Since the minimal LE logics LLE are self-extensional (e.g. the interderivability
is a congruence relation over the algebra of formulas), a standard Lindebaum-Tarski construction shows
their completeness with respect the corresponding class of lattice expansions LE, namely ϕ ⊢ ψ ∈ LLE iff
LE |= ϕ ⊢ ψ.

Definition 3.6 (Fully residuated language). To any LE language LLE(F ,G), is associated the corresponding
fully residuated language L∗

LE = LLE((F )
∗,G∗), where F∗ (resp. G∗) is obtained by expanding F (resp. G)

with connectives f ♯1, ... , f
♯
nf

(resp. g♭1, ... , g
♭
ng
) for each f ∈ F (resp. g ∈ G), the intended meaning of which

are the right adjoints of f (resp. left adjoints of g).

Definition 3.7. For any LE-language LLE, the basic LLE-logic with residuals is obtained by specializing
Definition 3.5 to LLE and closing under the following rules for any f ∈ F and g ∈ G,
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f(ϕ1, ... , φ, ... , ϕnf
) ⊢ ψ

φ ⊢εf (i) f ♯i (ϕ1, ... , ψ, ... , ϕnf
)

φ ⊢ g(ϕ1, ... , ψ, ... , ϕng
)

g♭i(ϕ1, ... , φ, ... , ϕng
) ⊢εf (i) ψ

The double line in the rules means that they can be read both from top to bottom and from bottom to top.
Let L∗

LE be the the minimal LLE logic with residuals.

3.2 Canonical extensions of lattice expansions

The Jónsson-Tarski expansion of Stone representation theorem proves that every Boolean algebra A with
operators canonically embeds into the complex algebra of its ultrafilter frame, which is also called the canon-
ical extension of A. Such a canonical extension has certain algebraic properties which allow to characterize
it up to isomorphism; hence, it is possible to define canonical extensions in purely algebraic terms as follows.

Definition 3.8. Let A be a lattice. The canonical extension Aδ of A is a complete lattice which contains
A and such that:

1. A is dense in Aδ, i.e., every element of Aδ is the meet of joins and join of meets of elements of A.3

2. A is compact in Aδ, i.e., for all S, T ⊆ A, if
∧
S ≤

∨
T then

∧
S′ ≤

∨
T ′ for some finite S′ ⊆ S,

T ′ ⊆ T .

Given a lattice A, its canonical extension, besides being unique up to an isomorphism fixing A, always
exists (cf. [25, Propositions 2.6 and 2.7]), and is a perfect lattice [19, Corollary 2.10], i.e., Aδ is both com-
pletely join-generated by the set J∞(Aδ) of the completely join-irreducible elements of Aδ, and completely
meet-generated by the set M∞(Aδ) of the completely meet-irreducible elements of Aδ.4

The join (resp. meet) closure in Aδ of A is denoted by O(Aδ) (resp. K(Aδ)), and its elements are called
the open (resp. closed) elements of A. Since the density condition can be restated as O(Aδ) being meet-dense
and K(Aδ) being join-dense, it immediately follows that J∞(Aδ) ⊆ K(Aδ) and M∞(Aδ) ⊆ O(Aδ).

The canonical extension of an LE A will be defined as a suitable expansion of the canonical extension of

the underlying lattice of A, which also extends the operators to Aδ. Since, (A∂)
δ
= (Aδ)

∂
and (A1 × A2)

δ
=

Aδ1 × Aδ2 (cf. [19, Theorem 2.8]), it follows that (A∂)
δ
can be identified with (Aδ)

∂
, (An)δ with (Aδ)

n
,

and (Aε)δ with (Aδ)
ε
for any order type ε. Hence, in order to extend operations of any arity which are

monotone or antitone in each coordinate from a lattice A to its canonical extension, it is sufficient to provide
the definition of such extensions only for monotone and unary operations:

Definition 3.9. For every unary, order-preserving operation f : A → A, the σ-extension of f is defined
firstly by declaring, for every k ∈ K(Aδ) and every u ∈ Aδ

fσ(k) :=
∧

{f(a) | a ∈ A and k ≤ a}, and fσ(u) :=
∨

{fσ(k) | k ∈ K(Aδ) and k ≤ u}

The π-extension of f is defined firstly by declaring, for every o ∈ O(Aδ) and every u ∈ Aδ,

fπ(o) :=
∨

{f(a) | a ∈ A and a ≤ o}, and fπ(u) :=
∧

{fπ(o) | o ∈ O(Aδ) and u ≤ o}.

It is easy to see that the σ- and π-extensions of ε-monotone maps are ε-monotone. More remarkably,
the σ-extension (resp. π-extension) of a map which sends (finite) joins or meets in the domain to (finite)
joins (resp. meets) in the codomain sends arbitrary joins or meets in the domain to arbitrary joins (resp.
meets) in the codomain.

Definition 3.10. The canonical extension of an LLE-algebra A = (L,FA,GA) is the LLE-algebra Aδ :=

(Lδ,FA
δ

,GA
δ

) such that fA
δ

and gA
δ

are defined as the σ-extension of fA and as the π-extension of gA

respectively, for all f ∈ F and g ∈ G.

The canonical extension of an LE A can be shown to be a perfect LE:

3For this reason, sometimes canonical extensions are referred to as ∆1 completions.
4The proof of existence of the canonical extension is constructive, while the proof of perfectness requires the axiom of choice.
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Definition 3.11. An LE A = (L,FA,GA) is perfect if L is a perfect lattice, and moreover the following
infinitary distribution laws are satisfied for each f ∈ F , g ∈ G, 1 ≤ i ≤ nf and 1 ≤ j ≤ ng: for every S ⊆ L,

f(x1, ... ,
∨εf (i) S, ... , xnf

) =
∨
{f(x1, ... , x, ... , xnf

) | x ∈ S}

g(x1, ... ,
∧εg(i) S, ... , xng

) =
∧
{g(x1, ... , x, ... , xng

) | x ∈ S}

The algebraic completeness of the logics LLE and L∗
LE and the embedding of LEs into their canonical

extensions immediately give completeness of LLE and L∗
LE w.r.t. the appropriate class of perfect LEs.

3.3 Refined inductive inequalities

We recall the definition of refined inductive and Sahlqvist LLE-inequalities which were first introduced in
[40] as a refinement of the definitions of inductive and Sahlqvist inequalities in [14].

Definition 3.12 (Signed Generation Tree). The positive (resp. negative) generation tree of any LLE-
term s is defined by labelling the root node of the generation tree of s with the sign + (resp. −), and then
propagating the labelling on each remaining node as follows:

• For any node labelled with ∨ or ∧, assign the same sign to its children nodes.

• For any node labelled with h ∈ F ∪ G of arity nh ≥ 1, and for any 1 ≤ i ≤ nh, assign the same (resp.
the opposite) sign to its ith child node if εh(i) = 1 (resp. if εh(i) = ∂).

Nodes in signed generation trees are positive (resp. negative) if are signed + (resp. −).

Signed generation trees will be mostly used in the context of term inequalities s ≤ t. In this context
we will typically consider the positive generation tree +s for the left-hand side and the negative one −t for
the right-hand side. We will also say that a term-inequality s ≤ t is uniform in a given variable p if all
occurrences of p in both +s and −t have the same sign, and that s ≤ t is ε-uniform in a (sub)array p of its
variables if s ≤ t is uniform in p, occurring with the sign indicated by ε, for every p in p.

For any term s(p1, ... pn), any order type ε over n, and any 1 ≤ i ≤ n, an ε-critical node in a signed
generation tree of s is a leaf node +pi with εi = 1 or −pi with εi = ∂. An ε-critical branch in the tree is a
branch from an ε-critical node.

Notation 3.13. Given a set of variables V = {p1, ... , pn} and an order type ε over n, we often abuse
notation and treat ε as a function from V to {1, ∂}, and so, for instance, we write ε(pi) = ∂ to mean εi = ∂.

Definition 3.14. A branch in a signed generation tree ∗s, with ∗ ∈ {+,−}, is a refined good branch if it
is the concatenation of three (possibly empty) paths P1, P2, and P3, such that P1 is a path from the leaf
consisting (apart from variable nodes) only of +g and −f nodes, P2 consists (apart from variable nodes)
only of +∧ and −∨ nodes, and P3 consists (apart from variable nodes) only of +f and −g nodes. Non
unary nodes in signed generation trees labelled with +g or −f are called SRR (Syntactically Right Residual)
nodes. In general, +f , −g, +∨, and −∧ are referred to as skeleton nodes, while −f , +g, +∧, and −∨ nodes
are referred to as PIA nodes. A skeleton (resp. PIA) node which is not +∨ or −∧ (resp. +∧ or −∨) is a
definite skeleton (resp. PIA) node; hence in a refined good branch P1 consists of definite PIA nodes, P2 of
+∧ and −∨ nodes, and P3 of definite skeleton nodes.

Definition 3.15 (Refined inductive inequalities [40]). For any order type ε and any irreflexive and transitive
relation <Ω on p1, ... pn, the signed generation tree ∗s (∗ ∈ {−,+}) of a term s(p1, ... pn) is refined (Ω, ε)-
inductive if

1. every ε-critical branch is refined good (cf. Definition 3.14);

2. every SRR node lying on some ε-critical branch is ancestor of exactly one ε-critical leaf with variable
p (so it is contained in exactly one ε-critical branch), and all the other variables q 6= p under its
scope are such that q <Ω p. In what follows, we will sometimes refer to SRR nodes lying on ε-critical
branches as SRR critical nodes, and to branches which are not refined good as bad branches.
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We refer to <Ω as the dependency order on the variables. An inequality s ≤ t is refined (Ω, ε)-inductive
if the signed generation trees +s and −t are refined (Ω, ε)-inductive. An inequality s ≤ t is refined inductive
if it is refined (Ω, ε)-inductive for some Ω and ε, and no variable occurs uniformly in it.

Remark 3.16. In [14], the original definition of inductive LE-inequality is slightly more general than the
one above. However, each inductive inequality is equivalent to a conjunction of refined inductive inequalities
(as in Definition 3.15). Indeed, every refined inductive inequality is inductive. Moreover, by substituting
all positive (resp. negative) uniform variables with ⊤ (resp. ⊥), and by exhaustively distributing every
connective over ∧ and ∨, any (Ω, ε)-inductive inequality can be rewritten as an inequality s1 ∨ · · · ∨ sn ≤
t1 ∧ · · · ∧ tm, where the signed generation trees of each si and tj are refined (Ω, ε)-inductive. The latter
inequality is equivalent to the conjunction of all the inequalities si ≤ tj for i ∈ {1, ... , n} and j ∈ {1, ... ,m}.

Notation 3.17. We will often need to use placeholder variables to e.g. specify the occurrence of a subformula
within a given formula. In these cases, we will write e.g. ϕ(!z) (resp. ϕ(!z)) to indicate that the variable z
(resp. each variable z in vector z) occurs exactly once in ϕ. Accordingly, we will write ϕ[γ/!z] (resp. ϕ[γ/!z]
to indicate the formula obtained from ϕ by substituting γ (resp. each formula γ in γ) for the unique
occurrence of (its corresponding variable) z in ϕ. Also, in what follows, we will find it sometimes useful to
group placeholder variables together according to certain assumptions we make about them. So, for instance,
we will sometimes write e.g. ϕ(!x, !y) to indicate that the variables in x are positive in ϕ, and the variables
in y are negative in ϕ, or we will write e.g. f(!x, !y) to indicate that f is monotone (resp. antitone) in the
coordinates corresponding to every variable x in x (resp. y in y). We will provide further explanations as to
the intended meaning of these groupings whenever required. Finally, we will also extend these conventions
to inequalities or sequents, and thus write e.g. (φ ≤ ψ)[γ/!z, δ/!w] to indicate the inequality obtained from
ϕ ≤ ψ by substituting each formula γ in γ (resp. δ in δ) for the unique occurrence of its corresponding
variable z (resp. w) in ϕ ≤ ψ. Finally, we will extend this vectorial notation for substitution to the
meta-language defined in Definition 3.23: thus, we will write e.g. (ϕ1 ≤ ψ1 & ϕ2 ≤ ψ2)[χ/!x] for (ϕ1 ≤
ψ1)[χ/!x] & (ϕ2 ≤ ψ2)[χ/!x].

Notation 3.18. In what follows, we refer to a formula χ such that +χ (resp. −χ) consists only of skeleton
nodes as a positive (resp. negative) skeleton; and we dub formulas ζ as positive (resp. negative) (definite)
PIA if there is a path from a leaf to the root of +ζ (resp. −ζ) consisting only of (definite) PIA nodes.5

Taking inspiration from [5], we will often write refined (Ω, ε)-inductive inequalities as follows:

(ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w], (7)

where (ϕ ≤ ψ)[!a, !b] contains only definite skeleton nodes, is positive (resp. negative) in !a (resp. !b), and is
scattered, i.e. each variable occurs at most once in each polarity; each ηa in ηa (resp. ηb in ηb) is a finite meet
(resp. join) containing variables in x and z (resp. y and w); (ϕ ≤ ψ)[ηa/!a, ηb/!b] contains every variable in
x, y, z, and w exactly once; each α in α (resp. β in β) is a positive (resp. negative) definite PIA, and for
each variable v in x (resp. y) there is a formula in α (resp. β) where v is ε-critical. The formulas ϕ and ψ
are the skeleton of the inequality. The length of a, b, x, y, z, and w is often denoted by na, nb, nx, ny, nz,
and nw, respectively.

Definition 3.19. A refined inductive inequality (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w] is Sahlqvist if
the formulas in α and β do not contain any PIA connective in a critical branch whose arity is greater than
one (i.e., an SRR node). The inequality is very simple Sahlqvist if each formula in α, β, ηa, and ηb is a
propositional variable.

We report some examples showcasing the definition of (refined) inductive inequality taken from [40].

Example 3.20. The Frege inequality p → (q → r) ≤ (p → q) → (p → r) in the language of intuitionistic
logic is (Ω, ε)-inductive, e.g., for ε(p) = ε(q) = ε(r) = 1 and p <Ω q <Ω r. In this language, → is an
operator in G.

5In the context of analytic inductive inequalities [5], definite positive (resp. negative) PIA formulas coincide with definite
negative (resp. positive) skeleton formulas.
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+ →

−p + →

−q +r

− →

+ →

−p +q

− →

+p −r

Critical occurrences are drawn inside circles, −f and +g nodes are drawn inside rectangles, and +f
and −g nodes are inside double rectangles. Every critical branch is refined good (indeed every branch is
refined good), and the critical variable under each SRR node is greater (w.r.t. <Ω) than the other variables
occurring under the same node. The inequality above is also (Ω′, ε′)-inductive for ε′(p) = ε′(q) = 1, ε′(r) = ∂
and p <Ω′ q.

The inequality p ∧ �(♦p → �q) ≤ ♦��q in the language of distributive modal logic6 is inductive
w.r.t. the order-type ε(p) = ε(q) = (1, 1) and p <Ω q.

+∧

+p +�

+ →

−♦

−p

+�

+q

−♦

−�

−�

−q

Example 3.21. The LDML-inequality �(�q → ♦((�q ∧ q) → p)) ≤ ♦p ∨⊲q is refined (Ω, ε)-inductive for
ε(p) = ∂, ε(q) = 1, and any Ω. Its signed generation tree is the following

+�

+ →

−�

−q

+♦

+ →

−∧

−�

−q

−q

+p −∨

−♦

−p

−⊲

+q

3.4 The language of ALBA

ALBA is a calculus for correspondence that has been shown to successfully compute the first order corre-
spondents of LE-inductive inequalities (cf. Definition 3.15) by exploiting the order theoretic properties of
the LE setting [14]. The present section introduces the first order language in which ALBA’s correspondence
is achieved.

ALBA manipulates inequalities and quasi-inequalities7 in the expanded language L+
LE, which is built up

on the base of the lattice constants ⊤,⊥ and an enlarged set of propositional variables NOM ∪ CNOM ∪

6In [31] it was shown that this inequality is not semantically equivalent to any Sahlqvist inequality in classical modal logic.
Thus the class of inductive inequalities is not just a syntactic proper extension of the Sahlqvist class, but also a semantic one.

7A quasi-inequality of LLE is an expression of the form
˘n
i=1

si ≤ ti ⇒ s ≤ t, where si ≤ ti and s ≤ t are LLE-inequalities
for each i.
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AtProp (the variables h, i, j,k in NOM are referred to as nominals, and the variables l,m,n,o in CNOM
as conominals), closing under the logical connectives of L∗

LE. The natural semantic environment of L+
LE is

given by perfect LLE-algebras A, which are based on complete lattices, both completely join-generated by
their completely join-irreducible elements J∞(A) and completely meet-generated by their completely meet-
irreducible elements M∞(A), and such that every connective has residuals in each coordinate. Nominals
and conominals range over the sets of the completely join-irreducible elements and the completely meet-
irreducible elements of perfect LEs, respectively.

We will extensively write u,v,w to indicate generic pure variables, i.e., variables in NOM∪CNOM. The
language of L+

LE-inequalities is referred to as L≤
LE. An inequality in L≤

LE whose variables are all pure is a
pure inequality.

Remark 3.22. As remarked in [14, Section 9], the rules of ALBA for LE-logics never use the complete
join-irreducibility (resp. meet-irreducibility) of the elements of J∞(A) (resp. M∞(A)), but only use the fact
that J∞(A) (resp.M∞(A)) join-generate (resp. meet-generate) a perfect algebra A. Thus, the results of the
present paper transfer straightforwardly also to semantic settings consisting of or corresponding to algebras
which are not necessarily perfect, but are complete (in the sense that their underlying lattice is complete,
and all their operations are residuated in each coordinate) and are join-generated (resp. meet-generated) by
some designated sets. This is for instance the case of constructive canonical extensions, whose designated
families of join-generators and meet-generators are the sets of closed and open elements, respectively. This
is also the case of arbitrary polarities (i.e. polarities which are not necessarily reduced and separated [27]).

Definition 3.23 (ALBA language for inverse correspondence). ALBA’s language for inverse correspondence
LFO
LE is generated by the following rules:

ξ ::= j � m | s ≤ t | ξ & ξ | ξ ` ξ | ∼ξ | ξ ⇒ ξ | ∀j ξ | ∀m ξ | ∃j ξ | ∃m ξ,

where & (resp. ` ) denotes the meta-linguistic conjunction (resp. disjunction), ⇒ (resp. ∼) denotes

the meta-linguistic implication (resp. negation), and s ≤ t is an inequality in L≤
LE of shape j ≤ ϕ[u] (resp.

ψ[u] ≤ m) where ϕ (resp. ψ) is a skeleton formula (cf. Notation 3.18), and the leaves of the signed generation
tree +ϕ[u] (resp. −ψ[u]) which are positive are labelled with nominals, while the negative ones are labelled
with conominals.

Remark 3.24. In classical and distributive modal logic, the inequalities equivalent to relational atoms are
inequalities of shape as in Definition 3.23 which are flat, in the sense that they contain just one connective.
For instance, in classical modal logic, an inequality such as j ≤ ♦i can be thought of as a relational atom
Rxy, whenever j is interpreted as {x} and i as {y}. Similarly, an atom such as �m ≤ n is interpreted as
Rxy whenever m is interpreted as {y}c, and n as {x}c. Allowing for arbitrary length skeleton formulas
is analogous to allowing for relational atoms corresponding to compositions of relations in the classical
(and distributive) modal setting. Furthermore, we will show how it is possible to break these inequalities
down into simpler formulas containing only flat inequalities. We have chosen to allow for arbitrary skeleton
formulas for the sake of compactness, and ease of presentation and use. In Section A, we show how the
results of the paper can be refined to the case in which at most one connective is allowed in the inequalities.

Furthermore, inequalities such as j � m provide a link between nominals and conominals which is
expressible in the natural first order languages of classical and distributive modal logic. Indeed, in the
classical setting one of such inequalities is interpreted as {x} * {y}c, which is equivalent to x = y.

3.5 Geometric implications

In the remainder of the section, we fix a first order language LFO where &, `, and ⇒ denote conjunctions,
disjunctions, and implications, respectively.

Definition 3.25 (Geometric formula). A geometric formula (also known as coherent formula [35, D 1.1.3,
item (d)], and positive formula) is a LFO-formula built up from atoms, conjunctions, disjunctions, and
existential quantifiers.8

8In the literature, the terms ‘geometric formula’ and ‘positive formula’ are sometimes used to denote the same concept,
but allowing also for infinite disjunctions [50]. Indeed, this notion originates from a characterization of the formulas which are
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Definition 3.26 (Geometric implication). A geometric implication is a LFO-formula ∀x(A⇒ B), such that
A and B are geometric formulas.

Lemma 3.27 (Section 2.3 of [47]). Any LFO-geometric implication is intuitionistically equivalent to some
formula

∀x

(
n̄

i=1

Ai ⇒
m̧

j=1

∃yjBj

)

such that the Ai are atoms, and the Bj are conjunctions of atoms such that the variables in yj do not occur
free in the antecedent.

Definition 3.28 (Generalized geometric implication [42]). Let GA0 be the collection of geometric implica-
tions, and for every n ∈ N, let GAn+1 be the collection of LFO formulas with shape

∀x

(
n̄

i=1

Ai ⇒
m̧

j=1

∃yj

oj̄

k=1

ϕ
hj,k

j,k

)

,

where each ϕ
hj,k

j,k is a formula in GAhj,k
, with hj,k ≤ n.

Example 3.29. In the first order language of preorders containing a predicate symbol ≤, the formula

∀x∀y(x ≤ y ⇒ ∃z(y ≤ z) ` ∃w(w ≤ x & w ≤ y))

is a geometric implication. The following formula is generalized geometric in GA1,

∀x∀y(x ≤ y ⇒ ∃z(y ≤ z ∧ ∀t(t ≤ x⇒ ∃u(u ≤ y))) ` ∃w(w ≤ x & w ≤ y)).

Example 3.30. In the first order language of Kripke frames containing a binary predicate R, Kracht
formulas [37, 1] are generalized geometric implications. For instance, the Kracht formula

∀x1∀x2(Rx0x1 & Rx1x2 ⇒ ∃y1(Rx0y1 & (Rx2x1 ` Ry1x0)))

is a geometric implication. The Kracht formula

∀x1(Rx0x1 ⇒ ∃y1Rx0y1 & ∀y2(Rx1y2 ⇒ ∃y3(Ry1y3 & ∀y4(Rx0y4 ⇒ Rx1y4 ` (Ry3x0 & Rx0x1)))))

is a generalized geometric implication in GA2.

Example 3.31. The following LFO
DML-formula

∀j∀i∀m(j ≤ ♦ ⊲ i ∨m ⇒ ∃n(�m ∧⊳i ≤ n & ∀h(h ≤ i → (m ∨�n))))

is a generalized geometric implication in GA1.

4 ALBA outputs as generalized geometric implications

In the present section, we fix an arbitrary LE-language LLE = LLE(F ,G), and, throughout the section,
we will omit to specify that formulas and terms pertain to LLE; moreover, when referring to perfect LEs,
we will omit to state every time that their signature is compatible with LLE. We revisit the algorithm
ALBA for correspondence in Section 4.1, and show that the first order correspondents of (refined) inductive
inequalities are generalized geometric implications in LFO

LE in Section 4.2.

4.1 ALBA correspondence

The algorithm ALBA for LE-logics has been introduced in [14]. In the present subsection, we present the
algorithm from a different perspective which is useful to show the new developments contained in the next
section.

preserved by geometric morphisms, i.e. adjoint functor pairs between topoi, such that the left adjoint preserves finite limits
(and infinite co-limits). This idea is the generalization of the fact that any continuous map f : X → Y between topological
spaces gives rise to an adjunction f∗ : Sh(Y ) ⇄ Sh(X) :f∗ between the toposes of sheaves of sets in these spaces, and the
inverse image functor f∗ preserves finite limits (and infinite co-limits as it is left adjoint).
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Notation 4.1. For any lattice expansion A = (L,FA,GA), and any formula α(!x1, ... , !xn), let α
A : An → A

the term function associated to α mapping any a1, ... , an ∈ A as follows: for any xi, x
A
i = ai; for any

formulas α1 and α2, (α1 ∧α2)
A = αA

1 ∧
A αA

2 and (α1 ∨α2)
A = αA

1 ∨
A αA

2 ; for any m-ary connective h ∈ F ∪G
and any formulas α1, ... , αm, hA(α1, ... , αn) = hA(αA

1 , ... , α
A
n). It is useful to note that the function αA

is monotone (resp. antitone) with respect to the i-th coordinate whenever the leaf containing xi has sign
+ (resp. −) in the positive signed generation tree of α. When it is clear from the context, we abuse the
notation and write α instead of αA.

The following lemma is a restatement of [14, Lemma 6.2].

Lemma 4.2. For any perfect LE A = (L,FA,GA), and any LLE-formula α(!x), consider the positive
generation tree of α. For all i ∈ {1, ... , n}, let s be the sign of the leaf containing xi in +α, then:

(1) if the path from the root to the leaf containing xi contains only +f and −g nodes, then

αA(x1, ... , xi−1,
∨sB, ... , xn) =

∨

b∈B α
A(x1, ... , xi−1, b, ... , xn)

for any B ⊆ A, i.e. αA has a right residual w.r.t. xi.

(2) if the path from the root to the leaf containing xi contains only +g and −f nodes, then

αA(x1, ... , xi−1,
∧s

B, ... , xn) =
∧

b∈B α
A(x1, ... , xi−1, b, ... , xn)

for any B ⊆ A, i.e. αA has a left residual w.r.t. xi.

Proof. We prove the two items by simultaneous induction on the length of the path from the root to z.
The two base cases are readily obtained from the fact that A is perfect (see Definition 3.11). Now let
α = h1(β1, ... , βm) and π = (+h1, s2h2 ... , skhk, sxi) be a path from the root to the leaf containing z with
k ≥ 1, where s1, ... , sk+1 ∈ {+,−}, and h1, ... , hk ∈ F ∪ G.

Consider the case in which h1 ∈ F . If h2 ∈ F , then εj(h1) = 1, where j is the coordinate at which the
subtree rooted in s2h2 occurs in h1 (i.e., s2 = +). By inductive hypothesis, βA

j has a right residual w.r.t. xi,

i.e., βA

j preserves joins (resp. reverses meets) if s = + (resp. s = −); hence, since A is perfect, also preserves
joins (resp. reverses meets) if s = + (resp. s = −).

The case in h1 ∈ G is similarly proved.

The following corollary straightforwardly follows from the lemma above, as definite skeleton formulas
contain only +f and −g nodes (see Notation 3.18); thus all the paths from the root to a leaf contain only
+f and −g nodes (and hence, the positive signed generation tree of a negative skeleton formula contains
only +g and −f nodes).

Corollary 4.3. For any positive (resp. negative) scattered definite skeleton formula ϕ(!x, !y), its associated
term function ϕA has right (resp. left) residuals with respect to each coordinate. Equivalently, ϕA preserves
joins (resp. meets) in its monotone coordinates, and reverses meets (resp. joins) in its antitone coordinates.

The result above allows to prove the following key lemma.

Lemma 4.4 (First approximation, [14]). The following are semantically equivalent on perfect LEs for any
positive definite skeleton formula ϕ(!x, !y) and negative definite skeleton formula ψ(!z, !w) such that the
leaves containing the variables in x and z (resp. y and w) occur positively (resp. negatively) in +ϕ and −ψ,

1. ∀x, y, z, w ϕ(x, y) ≤ ψ(z, w);

2. ∀x, y, z, w, jx,my, jz,mw

(˘nx

i=1 jxi
≤ xi &

˘ny

i=1 yi ≤ myi &
˘nz

i=1 jzi ≤ zi &
˘nw

i=1 wi ≤ mwi
⇒

(ϕ ≤ ψ)[jx/!x,my/!y, jz/!z,mw/!w]
)
,

where nx, ny, nz, and nw are the number of variables in x, y, z, and w, respectively.

Proof. Let A be a perfect LE. Since it is perfect, it is join generated by J∞(A) and meet generated by
M∞(A); hence for every xi and every zi (resp. yi and wi), xi =

∨
{jxi

∈ J∞(A) | jxi
≤ xi} and zi =
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∨
{jzi ∈ J∞(A) | jzi ≤ zi} (resp.

∧
{myi ∈M∞(A) | yi ≤ myi} and wi =

∧
{mwi

∈M∞(A) | wi ≤ mwi
}. It

follows that ϕ(x, y) ≤ ψ(z, w) is equivalent to

ϕ
( ∨

jxi
≤xi

jxi
,
∧

yi≤myi

myi

)

≤ ψ
( ∨

jzi≤zi

jzi ,
∧

wi≤mwi

mwi

)

which, by Corollary 4.3, is equivalent to
∨

jxi
≤xi

yi≤myi

ϕ(jxi
,myi) ≤

∧

jzi≤zi
wi≤mwi

ϕ(jzi ,mwi
).

Remark 4.5. In the lemma above, the additional assumption of ϕ and ψ being definite is needed since
in any LE A, the meet (resp. join) is not completely meet (resp. join) preserving, negative (resp. positive)
definite skeleton nodes distribute over the meet (resp. join) in their positive coordinates, and reverse joins
(resp. meets) in their negative coordinates. However, any inequality ϕ ≤ ψ such that ϕ (resp. ψ) is a positive
(resp. negative) skeleton formula is semantically equivalent in perfect LEs to a conjunction of inequalities
ϕi ≤ ψi where each ϕi (resp. ψi) is a positive (resp. negative) definite skeleton formula (cf. Lemma 4.2) on
which the lemma above applies.

Moreover, notice how the polarity of the variables in x, y, z, and w is the same in both the equivalent
rewritings.

We remind the reader of Notation 3.18 for denoting inductive inequalities, e.g., in the following corollary.

Corollary 4.6. The following are semantically equivalent on perfect LEs:

1. (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w]

2. ∀p, jx,my, jz,mw

(˘nx

i=1 jxi
≤ αi &

˘ny

i=1 βi ≤ myi &
˘nz

i=1 jzi ≤ γi &
˘nw

i=1 δi ≤ mwi
⇒

(ϕ ≤ ψ)[ja/!a,mb/!b]
)
,

where each ja (resp. mb) is associated to a variable in a (resp. b), each jx and jz (resp. my and mw) is ja
(resp. mb) such that ηa (resp. ηb) is the unique formula in ηa (resp. ηb) that contains x or z (resp. y or w).

Proof. By Lemma 4.4, ϕ ≤ ψ[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w] is equivalent to

∀p, ja,mb

(˘na

i=1(ja ≤ ηa)[α/x, β/y, γ/z, δ/w] &
˘nb

i=1(ηb ≤ mb)[α/x, β/y, γ/z, δ/w] ⇒

(ϕ ≤ ψ)[ηa/!a, ηb/!b],
)

since each ηa (resp. ηb) is a finite meet (resp. join) of variables
∧
Vηa (resp.

∨
Vηb), each inequality ja ≤

ηa =
∧
Vηa (resp.

∨
Vηb = ηb ≤ mb) is equivalent to

˘
v∈Vηa

ja ≤ v (resp.
˘

v∈Vηb
v ≤ mb).

Example 4.7. Given a fixed perfect LE A, consider the inequality K in classical modal logic �(p → q) ≤
�p → �q. On the righthand side, the skeleton is ψ(a, b) = b → �a. Since A is join generated by J∞(A)
and meet generated by M∞(A), �p =

∨
{j ∈ J∞(A) : j ≤ �p}, q =

∧
{m ∈ M∞(A) : q ≤ m}, and

�(p→ q) =
∨
{i ∈ J∞(A) : i ≤ �(p→ q)}. Hence, the inequality K can be equivalently rewritten as

∨

{i ∈ J∞(A) : i ≤ �(p→ q)} ≤
∨

{j ∈ J∞(A) : j ≤ �p} → �
∧

{m ∈M∞(A) : q ≤ m}.

As � is completely meet preserving, it is equivalent to
∨

{i ∈ J∞(A) : i ≤ �(p→ q)} ≤
∨

{j ∈ J∞(A) : j ≤ �p} →
∧

{�m : m ∈M∞(A), q ≤ m},

and since → is completely join reversing with respect to the first coordinate, and completely meet preserving
with respect to the second, it can be rewritten as

∨

{i ∈ J∞(A) : i ≤ �(p→ q)} ≤
∧

{j → �m : j ∈ J∞(A), j ≤ �p,m ∈M∞(A), q ≤ m},

which holds if and only if

(∀i ∈ J∞(A))(∀j ∈ J∞(A))(∀m ∈M∞(A))(i ≤ �(p→ q) & j ≤ �p & q ≤ m⇒ i ≤ j → �m).
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In ALBA’s language,

∀i, j,m(i ≤ �(p→ q) & j ≤ �p & q ≤ m ⇒ i ≤ j → �m).

Lemma 4.2 states some sufficient condition for the interpretation of a formula in a perfect LE to have a
residual with respect to some variable. The following definition shows how to construct such a residual.

Definition 4.8 (LA and RA [14]). For any sequence φ = (φ1, ... , φn), let φ−j = (φ1, ... , φj−1, φj+1, ... , φn).
Let φ(!x, z) and ψ(!x, z) be any formulas, such that the path from the root to the leaf containing x in +φ
contains only +f and −g inner nodes, and the path from the root to the leaf containing x in +ψ contains
only +g and −f inner nodes. Let LA(φ)(u, z) and RA(ψ)(u, z) be defined by simultaneous recursion as
follows:

LA(x) = u; RA(x) = u;

LA(g(φ−j(z), φj(x, z), ψ(z))) = LA(φj)(g
♭
j(φ−j(z), u, ψ(z)), z);

LA(g(φ(z), ψ−j(z), ψj(x, z))) = RA(ψj)(g
♭
j(φ(z), ψ−j(z), u), z);

RA(f(ψ−j(z), ψj(x, z), φ(z))) = RA(ψj)(f
♯
j (ψ−j(z), u, φ(z)), z);

RA(f(ψ(z), φ−j(z), φj(x, z))) = LA(φj)(f
♯
j (ψ(z), φ−j(z), u), z).

We refer the reader to Example 4.11 to see how the definition above is concretely applied.
In the equivalent rewriting of an (Ω, ε)-inductive inequality (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w]

described in Corollary 4.6, each formula αi in α (resp. βi in β) of contains (cf. Definition 3.15) a unique
path of PIA nodes (−f and +g) to a leaf labelled with crit(αi) := vi (resp. crit(βi) := vi) and with sign si,
such that ε(vi) = si; hence αi (resp. βi) has a right adjoint with respect to vi (see Lemma 4.2), and, by
adjunction,

jxi
≤ αi(vi, z) iff LA(αi)(jxi

, z) ≤si vi, and βi(vi, z) ≤ myi iff vi ≤
si RA(βi)(myi , z).

Therefore, if P (resp. Q) is the set of variables p (resp. q) such that ε(p) = 1 (resp. ε(q) = ∂), the
antecedent of the implication

nx̄

i=1

jxi
≤ αi &

nȳ

i=1

βi ≤ myi &
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

is equivalent to
¯

p∈P

∨

Mv(p) ≤ p &
¯

q∈Q

q ≤
∧

Mv(q),

where for each vi ∈ P ∪Q,

Mv(v) = {LA(αi)(jxi
, z) | αi in α, p = crit(αi)} ∪ {RA(βi)(myi , z) | βi in β, vi = crit(βi)}.

After applying the transformations described above, the inductive shape of the input inequality allows
to apply the following lemma to eliminate all the non-pure variables.

Lemma 4.9 (Ackermann Lemma [14]). Let α, β(p), γ(p), δ(p), ε(p) be L+
LE-formulas, and let p ∈ AtProp

such that p does not occur in α; if β and ε are negative in p and γ and δ are positive in p, then the following
equivalences hold for every LE A:

1. A |= [(p ≤ α & β(p) ≤ γ(p)) ⇒ δ(p) ≤ ε(p)] iff A |= (β(α/p) ≤ γ(α/p) ⇒ δ(α/p) ≤ ε(α/p));
2. A |= [(α ≤ p & γ(p) ≤ β(p)) ⇒ ε(p) ≤ δ(p)] iff A |= (γ(α/p) ≤ δ(α/p) ⇒ ε(α/p) ≤ δ(α/p));

The following corollary is an immediate consequence of Corollary 4.6 and Lemma 4.9.

Corollary 4.10. Any inductive inequality (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w] is equivalent to

∀jx,my, jz ,mw

((
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

)[
∨

Mv(p)/p,
∧

Mv(q)/q

]

⇒ (ϕ ≤ ψ)[ja/!a,mb/!b]

)

.

(8)

14



Example 4.11. Consider the inequality p ∧ �(♦p → �q) ≤ ♦��q from Example 3.20 in the language
of non distributive modal logic. It is inductive for ε(p) = 1 and ε(q) = 1. Corollary 4.6 yields that it is
equivalent to

∀j,m(j ≤ p & j ≤ �(♦p→ �q) & ♦��q ≤ m ⇒ j ≤ m). (9)

In order to apply Lemma 4.9 and Corollary 4.10, we need to compute Mv(q), and hence, we need to compute
LA(�(♦p → �q))(j, p) with respect to q (the x in Definition 4.8 is q here).

LA(�(♦p→ �q))(j, p) = LA(♦p→ �q)(�j, p)
= LA(�q)(♦p ∧ �j, p)
= LA(q)(�(♦p ∧ �j), p)
= �(♦p ∧ �j).

The inequality j ≤ �(♦p→ �q) is indeed equivalent to �(♦p∧�j) ≤ q. By Lemma 4.9, (9) is equivalent to

∀j,m(♦�� � (♦j ∧ �j) ≤ m ⇒ j ≤ m).

Example 4.12. Consider the LE version of Frege axiom for propositional logic, namely the inequality
p ⇀ (q ⇀ r) ≤ (p ⇀ q) ⇀ (p ⇀ r), where ⇀∈ G, its order type is (∂, 1), and ⇁ and • are its residuals
w.r.t. the first and second coordinate, respectively. The inequality is not Sahlqvist, but is (Ω, ε)-inductive
for ε(p) = ε(q) = ε(r) = 1 and Ω such that p <Ω q <Ω r. Corollary 4.6 and Lemma 4.9 yield

∀j1, j2, j3,m
(
j1 ≤ p ⇀ (q ⇀ r) & j2 ≤ p ⇀ q & j3 ≤ p & r ≤ m ⇒ j1 ≤ j2 ⇀ (j3 ⇀m)

)

iff ∀j1, j2, j3,m
(
q • (p • j1) ≤ r & p • j2 ≤ q & j3 ≤ p & r ≤ m ⇒ j1 ≤ j2 ⇀ (j3 ⇀ m)

)

iff ∀j1, j2, j3,m
(
(j3 • j2) • (j3 • j1) ≤ m ⇒ j1 ≤ j2 ⇀ (j3 ⇀m)

)
.

4.2 ALBA outputs flattened to generalized geometric implications

In the present section, we show that the ALBA output of any inductive LLE-inequality is semantically
equivalent on perfect LEs to a generalized geometric LFO

LE -implication (see Definitions 3.23 and 3.28). As
shown in the previous subsection, the antecedents of such outputs have the following shape (carrying all
the notational conventions from there):

(
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

)[
∨

Mv(p)/p,
∧

Mv(q)/q

]

. (10)

In principle, all the γi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

and δi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

can contain any alterna-

tion of skeleton and PIA connectives, with the only restriction that the connectives in L∗
LE are found lower

in their generation trees, since they can occur only in the minimal valuations Mv(p) and Mv(q).

Lemma 4.13. For every inductive inequality, representing the antecedent of its ALBA output as in (10),
every inequality in jzi ≤ γi (resp. δi ≤ mwi

) is semantically equivalent on perfect LEs to a formula in LFO
LE .

Proof. Each formula in γ and δ can be recursively broken down by grouping the connectives of the same
type (skeleton or PIA), i.e., each γ (and δ) is either a pure variable, or a formula9

γ := ψ(ζ1, ... , ζn, ξ1, ... , ξm) δ := ϕ(ξ1, ... , ξn, ζ1, ... , ζm) (11)

where ψ (resp. ϕ) is a positive (resp. negative) PIA formula, hence a negative (resp. positive) skeleton
formula, such that (without loss of generality) the first n coordinates are positive, and the last m are
negative; each ζi (resp. ξi) is a formula of a syntactic shape analogous to δ (resp. γ). Hence, each inequality
jzi ≤ γi (resp. δi ≤ mwi

) is equivalent to a finite conjunction of inequalities jzi ≤ γij (resp. δij ≤ mwi
)

where, by Remark 4.5, each γij (resp. δij) has shape such as in (11), with ψ (resp. ϕ) being a negative (resp.
positive) definite skeleton formula. In the case in which ψ (resp. ϕ) is not an atom, by Lemma 4.4, each
non-empty γij (resp. δij) is equivalent to

∀o,h(
n̄

k=1

ζk ≤ oi &
m̄

k=1

hi ≤ ξk ⇒ jzi ≤ ψ(o,h)) (resp. ∀h,o(
m̄

k=1

ζi ≤ oi &
n̄

k=1

hi ≤ ξk ⇒ ϕ(h,o) ≤ mwi
)).

9Notice that for a formula whose positive (resp. negative) signed generation tree contains only skeleton nodes, its negative
(resp. positive) signed generation tree contains only PIA nodes and vice versa.
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Since each ζi and (resp. ξi) has the same shape of formulas in δ (resp. γ), and it has the same position
relative to some conominal (resp. nominal), it is possible to recursively apply Corollary 4.3 again until
atomic inequalities are reached.

In the case in which one of such γij (resp. δij is empty, it might happen to have an inequality jzi ≤ t
(resp. t ≤ mwi

) such that t is a positive (resp. negative) skeleton; thus making it impossible to apply Lemma
4.4. For instance, consider the case of the inequality j ≤ �p ∧ ♦q. By Remark 4.5, the inequality with
definite skeleton formula � · ∧ · is indeed equivalent to the conjunction of two inequalities with definite
skeletons j ≤ �p and j ≤ ♦q. The skeleton of the first one is non-empty; therefore it is possible to proceed
as described above, but the second one contains a positive skeleton node at the root of the right side. To
resolve this inconvenience, it is sufficient to introduce a new conominal that approximates the right hand
side, i.e. it is sufficient to rewrite j ≤ ♦q as ∀n(♦q ≤ n ⇒ j ≤ n). More in general, if t is any positive (resp.
negative) skeleton formula, then j ≤ t (resp. t ≤ m) is equivalent to

∀n(t ≤ n ⇒ j ≤ n) (resp. ∀i(i ≤ t⇒ i ≤ m)),

for some fresh conominal (resp. nominal) m (resp. i). Then, one can proceed recursively on t ≤ n (resp.
i ≤ t).10

Notation 4.14. Let us denote the procedure described in the proof of the Lemma above as Flat, and its
output on some inequality jzi ≤ γi (resp. δi ≤ mwi

) as Flat(jzi ≤ γi) (resp. Flat(δi ≤ mwi
)).

Remark 4.15. Let ϕ(!x, !y) and ψ(!z, !w) be some positive and negative skeleton formulas, respectively,
which are positive in x (resp. z), and negative in y (resp. w). The negated inequality ϕ � ψ is semantically
equivalent on any perfect LE A to

∨
{j ∈ J∞(A) | j ≤ ϕ} �

∧
{m ∈M∞(A) | ψ ≤ m}, as A is join-generated

and meet-generated by J∞(A) and M∞(A), respectively. Hence, ϕ � ψ is equivalent to

∃j,m(j ≤ ϕ & ψ ≤ m & j � m), (12)

and therefore each such negated inequality can be written as an existentially quantified conjunction in LFO
LE .

Thus, we will informally regard these negated inequalities as abbreviations for (12) (where j and m are fresh
pure variables), and hence pertaining to LFO

LE . When such inequalities occur in the antecedent of some meta-
implication ϕ � ψ & η ⇒ ξ, they can be equivalently rewritten as ∀j,m(j ≤ ϕ & ψ ≤ m & j � m & η ⇒ ξ).

Example 4.16. The inequality (��p ◦ q)\◦�♦⊲p ≤ (p ◦ q)\◦q in the language of the Lambek-Grishin
calculus enriched with unary modalities is (Ω, ε)-inductive for ε(p) = 1 and ε(q) = 1, and any Ω. Corollary
4.6 yields that it is equivalent to

∀j1, j2, j3,m2 [j1 ≤ (��p ◦ q)\◦�♦⊲p & j2 ≤ p & j3 ≤ q & q ≤ m1 ⇒ j1 ≤ (j2 ◦ j3)\◦m1] ,

and by Lemma 4.9, its ALBA output is

∀j1, j2, j3,m2



j1 ≤ (��j2 ◦ j3)\◦�♦⊲j2
︸ ︷︷ ︸

γ

& j3
︸︷︷︸

δ

≤ m1 ⇒ j1 ≤ (j2 ◦ j3)\◦m1



 . (13)

By the discussion above, the inequality j1 ≤ γ is equivalent to

∀o1,h1,h2(h1 ≤ ��j2 & h2 ≤ j3 & ♦⊲j2 ≤ o1 ⇒ j1 ≤ (h1 ◦ h2)\◦�o1).

The inequality ♦⊲j2 ≤ o1 can be further flattened, indeed it is equivalent to

∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1).

Since (13) is classically equivalent (in the meta-language) to

∀j1, j2, j3,m2



 j3
︸︷︷︸

δ

≤ m1 ⇒ j1 ≤ (j2 ◦ j3)\◦m1 ` j1 � (��j2 ◦ j3)\◦�♦⊲j2
︸ ︷︷ ︸

γ



 ,

10Notice that the two cases presented above can be unified in just the first one, as the approximation done in the second
one is the same approximation in Lemma 4.4 when the skeleton formula is a propositional variable. However, we have decided
to split the two cases for clarity of presentation.
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and j1 � (��j2 ◦ j3)\◦�♦⊲j2 is equivalent to

∃o1,h1,h2(h1 ≤ ��j2 & h2 ≤ j3 & ∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1) & j1 � (h1 ◦ h2)\◦�o1),

by Remark 4.15, quasi-inequality (13) is equivalent to some generalized geometric implication in LFO
LE with

two alternations of quantifiers (against three alternations of skeleton and PIA connectives in the starting
inequality).

The example above shows how to effectively rewrite an ALBA output as a generalized geometric impli-
cation in LFO

LE , and can be straightforwardly generalized to the following lemma.

Lemma 4.17. The ALBA output of any inductive inequality (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w]
is semantically equivalent on perfect LEs to some generalized geometric implication in LFO

LE (cf. Definition
3.28). Furthermore, the number of quantifier alternations in such implication is m − 1, where m is the
number of alternations of skeleton and PIA connectives in the starting inequality, excluding ∧ and ∨ nodes.

Proof. Let us consider the ALBA output of (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w], i.e.,

∀jx,my, jz ,mw

((
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

)[
∨

Mv(p)/p,
∧

Mv(q)/q

]

⇒ (ϕ ≤ ψ)[ja/!a,mb/!b]

)

,

and let us write γmv
i (resp. δmv

i ) to denote γi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

(resp. δi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

).

By applying Remark 4.15 to the inequality (ϕ ≤ ψ)[ja/!a,mb/!b], the ALBA output can be equivalently
rewritten as follows

∀jx,my, jz,mw, jϕ,mψ

(
(
˘nz

i=1 jzi ≤ γmv
i &

˘nw

i=1 δ
mv
i ≤ mwi

) & (jϕ ≤ ϕ & ψ ≤ mψ) [ja/!a,mb/!b] ⇒
jϕ ≤ mψ

)
,

which, by contraposition, is equivalent to

∀jx,my, jz,mw, jϕ,mψ

(
(jϕ ≤ ϕ & ψ ≤ mψ) [ja/!a,mb/!b] ⇒

jϕ ≤ mψ `
˙nz

i=1 jzi � γmv
i `

˙nw

i=1 δ
mv
i � mwi

)
.

By Lemma 4.13 the consequent can be rewritten as a formula in LFO
LE using the Flat procedure (Notation

4.14):

∀jx,my, jz,mw, jϕ,mψ

(
(jϕ ≤ ϕ & ψ ≤ mψ) [ja/!a,mb/!b] ⇒

jϕ ≤ mψ `
˙nz

i=1 Flat(jzi � γmv
i ) `

˙nw

i=1 Flat(δ
mv
i � mwi

)
)
.

By Remark 4.15, it is easy to show by induction that each Flat(jzi � γmv
i ) (resp. Flat(δmv

i � mwi
))

is equivalent to some formula in GA⌈m/2⌉, where m is the number of alternations of skeleton and PIA
connectives in −γmv (resp. +δmv) excluding ∧ and ∨.

Example 4.18. The inequality �♦�♦�p ≤ p is (Ω, ε)-inductive for ε(p) = ∂, and any dependency order
Ω. Its ALBA output is

∀j,m (j ≤ �♦�♦�m ⇒ j ≤ m) .

The Flat procedure on j ≤ �♦�♦�m yields

j ≤ �♦�♦�m
iff ∀n1(♦�♦�m ≤ n1 ⇒ j ≤ �n1)
iff ∀n1(∀i1(i1 ≤ �♦�m ⇒ ♦i1 ≤ n1) ⇒ j ≤ �n1)
iff ∀n1(∀i1(∀n2(♦�m ≤ n2 ⇒ i1 ≤ �n2) ⇒ ♦i1 ≤ n1) ⇒ j ≤ �n1)
iff ∀n1(∀i1(∀n2(∀i2(i2 ≤ �m ⇒ ♦i2 ≤ n2) ⇒ i1 ≤ �n2) ⇒ ♦i1 ≤ n1) ⇒ j ≤ �n1).

The formula Flat(j � �♦�♦�m) can be rewritten by means of basic classical first order logic equivalences
as:

∃n1(∀i1(∀n2(∀i2(i2 ≤ �m ⇒ ♦i2 ≤ n2) ⇒ i1 ≤ �n2) ⇒ ♦i1 ≤ n1) & j � �n1)
iff ∃n1(∀i1(∀n2(∀i2(i2 ≤ �m ⇒ ♦i2 ≤ n2) ⇒ i1 ≤ �n2) ⇒ ♦i1 ≤ n1) & j � �n1)
iff ∃n1(∀i1(♦i1 � n1 ⇒ ∃n2(∀i2(i2 ≤ �m ⇒ ♦i2 ≤ n2) & i1 � �n2)) & j � �n1).

The last line above is a generalized geometric implication in GA2.
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Example 4.19. The LDML-inequality �(�q → ♦((�q ∧ q) → p)) ≤ ♦p ∨⊳q from Example 3.20 is refined
(Ω, ε)-inductive for ε(p) = ∂, ε(q) = ∂, and any Ω. By Corollary 4.6, it is equivalent to

∀j,m(j ≤ �(�q → ♦((�q ∧ q) → p)) & ♦p ≤ m & ⊳q ≤ m ⇒ j ≤ m),

and by Lemma 4.9, its ALBA output is

∀j,m(j ≤ �(�◭m → ♦((�◭m ∧◭m) → �m)) ⇒ j ≤ m).

The Flat procedure on j ≤ �(�◭m → ♦((�◭m ∧◭m) → �m)) yields

j ≤ �(�◭m → ♦((�◭m ∧◭m) → �m))
iff ∀i1,n1(i1 ≤ �◭m & ♦((�◭m ∧◭m) → �m) ≤ n1 ⇒ j ≤ �(i1 → n1))
iff ∀i1,n1(i1 ≤ �◭m & ∀i2(i2 ≤ (�◭m ∧◭m) → �m ⇒ ♦i2 ≤ n1) ⇒ j ≤ �(i1 → n1))
iff ∀i1,n1(i1 ≤ �◭m & ∀i2(∀i3,n2(i3 ≤ �◭m ∧◭m

⇒ i2 ≤ i3 → �n2) ⇒ ♦i2 ≤ n1) ⇒ j ≤ �(i1 → n1))
iff ∀i1,n1(∀n3(◭m ≤ n3 ⇒ i1 ≤ �n3) & ∀i2(∀i3,n2(∀n4(◭m ≤ n4 ⇒ i3 ≤ �n4) & i3 ≤ ◭m

⇒ i2 ≤ i3 → �n2) ⇒ ♦i2 ≤ n1) ⇒ j ≤ �(i1 → n1))

where i2 ≤ (�◭m ∧ ◭m) → �m gets flattened to ∀i3,n2(i3 ≤ �◭m ∧ ◭m ⇒ i2 ≤ i3 → �n2). Hence,
j � �(�◭m → ♦((�◭m ∧◭m) → �m)) is equivalent to

∃i1,n1

(

∀n3(◭m ≤ n3 ⇒ i1 ≤ �n3) & ∀i2
(
♦i2 � n1 ⇒

∃i3,n2(∀n4(◭m ≤ n4 ⇒ i3 ≤ �n4) & i3 ≤ ◭m & i2 � i3 → �n2)
)

& j � �(i1 → n1)
)

,

which is a generalized geometric implication in GA2.

5 Inverse ALBA for LEs

In the present section, we characterize the syntactic shape of the generalized geometric LFO
LE -implications,

referred to as inverse correspondent, which are semantically equivalent, via ALBA rules, to the ALBA
outputs of inductive LLE-inequalities (cf. Definition 5.21). Our strategy proceeds in two steps, which are
treated in the following subsections. Specifically, in Section 5.1 we characterize the syntactic shape of those
generalized geometric implications which correspond to very simple Sahlqvist L∗

LE-inequalities (for some
arbitrary and fixed LE-language LLE). In Section 5.2, this characterization is refined to the proper subclass
of generalized geometric implications which correspond to inductive LLE-inequalities.

5.1 Pre-inverse correspondent

Towards the goal of the present section, we will need the following auxiliary definition:

Definition 5.1. A positive (resp. negative) inverse disjunct is a LFO
LE -formula θ+(v) (resp. θ−(v)) defined

inductively together with a pure variable v as follows:

Base case: θ+(v) := j ≤ ψ (resp. θ−(v) := j � ψ) with v := j, or θ+(v) := ϕ ≤ m (resp. θ−(v) := ϕ � m)
with v := m, where ψ and ϕ are a negative and a positive skeleton formula, respectively.

Conjunction/Disjunction: θ+(v) :=
˘

i θ
+
i (v) (resp. θ

−(v) :=
˙
i θ

−
i (v));

Quantification 1: θ+(v) := ∀u[j � ψ(u) ⇒
˙

i θ
−
i (ui)] (resp. θ

−(v) := ∃u[
˘

i θ
+
i (ui) & j � ψ(u)]),

where j := v, ψ is a negative definite skeleton formula, and each θ−i (resp. θ+i ) is a negative (resp.
positive) inverse disjunct where j does not occur. The formula ψ can be just a variable.

Quantification 2: θ+(v) := ∀u[ϕ(u) � m ⇒
˙
i θ

−
i (ui)] (resp. θ

−(v) := ∃u[
˘
i θ

+
i (ui) & ϕ(u) � m]),

where m := v, ϕ is a positive definite skeleton formula, and each θ−i (resp. θ+i ) is a negative (resp.
positive) inverse disjunct where m does not occur. The formula ϕ can be just a variable.

We will always assume that the quantifiers contained in inverse disjuncts introduce fresh variables.
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Remark 5.2. The cases in Definition 5.1 which contain quantifiers also contain some negated inequality,
e.g. j � ψ(u) where the negative skeleton contains all (and only) the variables in u that were introduced by
the quantifiers of that case. Such inequalities in the classical setting encode relational atoms that restrict
the quantification. For instance, a formula such as ∀n(j � �n ⇒ ξ) in the classical setting would be
interpreted as ∀y(x � �yc ⇒ ξ) when n is interpreted as the cosingleton {y}c, and j as the singleton
{x}. Hence, the above mentioned formula is equivalent to ∀y(�{y}c ≤ {x}c ⇒ ξ), which, as discussed in
Remark 3.24, is equivalent to ∀y(Rxy ⇒ ξ), i.e. it would be one of Kracht’s restricted quantifiers, namely a
quantifier over the R-successors of x, often denoted (∀y ⊲ x)ξ [37, 1]. Kracht’s restricted quantifiers have
been generalized in [16] and [7] using inequalities in the language of ALBA. In the classical and distributive
setting, such inequalities correspond to the restricting inequalities of Kracht (DLE) disjuncts in [16, 7]. Due
to the fact that relational atoms are not expressed uniformly across the various relational semantic settings
for LE-logics11, we have decided to drop the restricted quantifier terminology as it does not apply in the
present, purely algebraic setting.

Lemma 5.3. Every positive (resp. negative) inverse disjunct θ+(v) (resp. θ−(v)) is equivalent to some
inequality j ≤ ξ (resp. j � ξ) if v is some nominal j, and to some inequality ζ ≤ m (resp. ζ � m) if v is
some conominal m.

Proof. We proceed by simultaneous induction on the complexity of θ+ and θ− (we do not discuss the cases
of θ− as they are analogous to those of θ+). If θ+ is an inequality j ≤ ϕ (resp. ϕ ≤ m) such that ϕ is a
negative (resp. positive) skeleton, we are done.

If θ+ is a conjunction of positive inverse disjuncts sharing the same pure variable
˘n

i θ
+
i (v), by applying

the inductive hypothesis on each θ+i , then θ+ is equivalent to
˘n

i j ≤ ξi (resp.
˘n

i ζi ≤ m) if v is some
nominal j (resp. conominal m); hence θ+ is equivalent to j ≤

∧n
i ξi (resp.

∨n
i ζi ≤ m).

Suppose that v is some nominal j (resp. conominal m) and θ+ has shape ∀u(j � ϕ(u) ⇒
˙n

i θ
−
i (ui))

(resp. ∀u(ϕ(u) � m ⇒
˙n
i θ

−
i (ui))) such that ϕ is some negative (resp. positive) skeleton formula. By

taking the contrapositive, θ+ is equivalent to

∀u(
n̄

i

∼θ−i (ui) ⇒ j ≤ ϕ(u)) (resp. ∀u(
n̄

i

∼θ−i (ui) ⇒ ϕ(u) ≤ m), ) (14)

and by inductive hypothesis, each θ−i (ui) is equivalent to some inequality ui � ξi if ui is a nominal, and
to some inequality ζi � ui if it is a conominal; hence ∼θ−i (ui) is equivalent to some inequality ui ≤ ξi or
ζi ≤ ui, depending on whether ui is a nominal or conominal. Let us assume without loss of generality that
the first m coordinates of ϕ are positive, and the last n−m are negative. Then (14) is equivalent to

∀u(
m̄

i=1

ui ≤ ξi &
n̄

i=m+1

ζi ≤ ui ⇒ j ≤ ϕ(u)) (resp. ∀u(
m̄

i=1

ui ≤ ξi &
n̄

i=m+1

ζi ≤ ui ⇒ ϕ(u) ≤ m), (15)

Then, by Lemma 4.4, (15) is equivalent to j ≤ ϕ(ξ1, ... , ξm, ζm+1, ... , ζn) (resp. ϕ(ξ1, ... , ξm, ζm+1, ... , ζn) ≤
m).

Example 5.4. The negated outputs of the Flat procedure (cf. Notation 4.14) on the inequalities in the
antecedent of ALBA output are straightforwardly equivalent to negative inverse disjuncts. Consider the
formula

∃o1,h1,h2(h1 ≤ ��j2 & h2 ≤ j3 & ∀h3(♦h3 � o1 ⇒ h3 � ⊲j2) & j1 � (h1 ◦ h2)\◦o1),

from Example 4.16 (in that example, the subformula ∀h3(♦h3 � o1 ⇒ h3 � ⊲j2) occurs contrapositively,
namely ∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1)). By Lemma 5.3, the positive inverse disjunct θ+(o1) := ∀h3(♦h3 �
o1 ⇒ h3 � ⊲j2) is equivalent to the inequality ♦⊲j2 ≤ o1. Hence, again by the procedure described in
Lemma 5.3,

∃o1,h1,h2(h1 ≤ & ≤ j3 & ♦⊲j2 ≤ o1 & j1 � (h1 ◦ h2)\◦o1),

is equivalent to the negated inequality j1 � (��j2 ◦ j3)\◦♦⊲j2.

11For instance, restricted inequalities would represent the right type of relational atom in graph based frames, but their
negations in polarity based frames (see [15] and Section 6 for more information on these semantics).
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The following definition characterizes the syntactic shape of those LFO
LE -formulas which result from the

procedure Flat (cf. Notation 4.14) applied to the ALBA outputs of inductive LLE-inequalities. This syntactic
shape includes those geometric implications in LFO

LE which can be effectively transformed via ALBA rules
into ALBA outputs of inductive LE inequalities (the inverse correspondent, cf. Definition 5.21). In Section
6.1, we will show that these formulas project over the class of generalized Kracht formulas [36], and hence
Kracht formulas [37, 1], in the setting of Kripke frames for classical modal logic.

Definition 5.5. A LFO
LE -formula is a pre-inverse correspondent if it is closed with shape

∀j,m, i,n




¸

ji in j

θ−ji (ji) `
¸

mi in m

θ−mi
(mi) ` ϕ ≤ ψ



 ,

where each θ−ji and θ−mi
is a negative inverse disjunct (cf. Definition 5.1), and

1. the variables in i (resp. n) occur negatively (resp. positively) in their (possibly negated) inequalities;12

2. ϕ (resp. ψ) is a scattered positive (resp. negative) skeleton formula;

3. each variable in j and i (resp. m and n) occurs positively (resp. negatively) in exactly one of ϕ and ψ.

Pure variables in j and i (resp. m and n) may also coincide.13

Since the negated outputs of the Flat procedure on the inequalities in the antecedent of an ALBA output
are straightforwardly equivalent to negative inverse disjuncts, the following Proposition readily follows.

Proposition 5.6. Every inductive LLE-inequality is equivalent to a LFO
LE -pre-inverse correspondent.

The following property of scattered very simple Sahlqvist inequalities is essential for proving the main
result of this section.

Lemma 5.7. Any scattered very simple ε-Sahlqvist inequality (ϕ ≤ ψ)[!p/!x, !q/!y, γ/!z, δ/!w]14 is equivalent
to the pure inequality

(ϕ ≤ ψ)[!p/!x, !q/!y, γ/!z, δ/!w][jp/p,mq/q].

Proof. By Corollary 4.10, the validity of (ϕ ≤ ψ)[!p/!x, !q/!y, γ/!z, δ/!w] is equivalent to

∀jp,mq, jz,mw

((
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

)

[
jp/p,mq/q

]
⇒ (ϕ ≤ ψ)[!jp/!x, !mq/!y, jz/!z,mw/!w]

)

,

because the sets Mv(p) and Mv(q) only contain jp and mq for every p and q. Notice that, since the input
inequality is scattered, it is possible to rename nominals jx (resp. conominals my) to jp (resp. mq). By
Lemma 4.4, the pure quasi-inequality above is equivalent to

∀jp,mq, jz,mw

(
(ϕ ≤ ψ)[!jp/!x, !mq/!y, γ[jp/p,mq/q]/!z, δ[jp/p,mq/q],mw/!w]

)
,

i.e. (ϕ ≤ ψ)[!p/!x, !q/!y, γ/!z, δ/!w][jp/p,mq/q].

12We remind that given an inequality α ≤ β, to understand whether a variable is positive or negative, it is sufficient to
compute the signed generation trees +α and −β and check the sign of the occurrences of the variable. Given a negated
inequality α � β, the signed generation trees −α and +β shall be used.

13The shape presented above is not properly in LFO
LE

, but it can be equivalently rewritten as

∀jϕ,mψ, j,m, i,n



jϕ ≤ ϕ & ψ ≤ mψ ⇒
¸

ji in j

θ−
ji
(ji) `

¸

mi in m

θ−mi
(mi) ` jϕ ≤ mψ



 ,

which is a generalized geometric implication in LFO
LE

.
14We remind the reader that scattered very simple ε-Sahlqvist inequalities are Sahlqvist inequalities (cf. Definition 3.19)

such that there is at most one ε-critical occurrence for each variable, and such occurrence, if any, is the leaf of a Skeleton
branch.
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Theorem 5.8. Any LFO
LE -pre-inverse correspondent ∀j,m, i,n

(˙nj

i θ−ji (ji) `
˙nm

i θ−mi
(mi) ` ϕ ≤ ψ

)

is

equivalent to some L∗
LE-very simple Sahlqvist inequality. Moreover, such very simple Sahlqvist inequality

can be effectively computed.

Proof. Since the metalanguage of LFO
LE is classical, any inductive inverse correspondent can be equivalently

rewritten as follows:

∀j,m, i,n

(
nj̄

i

∼θ−ji (ji) &
nm̄

i

∼θ−mi
(mi) ⇒ ϕ ≤ ψ

)

. (16)

By Lemma 5.3, each ∼θ−ji (resp. ∼θ−mi
) is equivalent to some inequality ji ≤ ξi (resp. ζi ≤ mi); therefore

(16) can be rewritten as

∀j,m, i,n

(
nj̄

i

ji ≤ ξi &
nm̄

i

ζi ≤ mi ⇒ ϕ ≤ ψ

)

. (17)

The quasi inequality above can be recognized as the ALBA output of a very simple Sahlqvist inequality to
which Lemma 5.7 applies. Indeed, by introducing for each i in i (resp. n in n) a propositional variable pi
(resp. qn), consider now the following formula

∀pi, qn, j,m, i,n
( nj̄

i

ji ≤ ξi
[
pi/i, qn/n

]
&

nm̄

i

ζi
[
pi/i, qn/n

]
≤ mi &

¯

i in i

i ≤ pi &
¯

n in n

qn ≤ n ⇒

ϕ ≤ ψ
)

.

(18)

Thanks to the hypothesis on the polarity of the occurrences of each i and n in each ξi and ζi (cf. Definition
5.5), by Lemma 4.9 and Remark 4.5, (18) and (17) are equivalent. In particular, since the first approximation
(cf. Lemma 4.4) preserves the polarities of the variables in the inequality, also the procedure in Lemma 5.3
does so; hence the hypothesis on the polarities of the pure variables in Definition 5.5 are preserved. Thus,
the conditions to apply Lemma 4.9 are satisfied.

Since some of the variables in i (resp. n) might also occur in j (resp. m), let us denote by i
′
(resp. n′)

the sequences of (co)nominals in i (resp. n) which do not also occur in j (resp. m). For the pure variables ji
(resp. mi) that occur also in i (resp. n), let ξ′i (resp. ζ

′
i) denote ξi∧pji (resp. ζi∨qmi

), and for the remaining
jj (resp. mj) let ξ

′
j := ξj (resp. ζ′j := ζj). Then, (18) is equivalent to

∀pi, qn, j,m, i
′
,n′

((
nj̄

i

ji ≤ ξ′i &
nm̄

i

ζ′i ≤ mi

)
[

pi/i
′
, qn/n

′
]

&
¯

i in i
′

i ≤ pi &
¯

n in n′

qn ≤ n ⇒ ϕ ≤ ψ

)

.

(19)
By Corollary 4.6, (19) is equivalent to

∀pi, qn (ϕ ≤ ψ)
[

ξ′i/ji, ζ
′
i/mi

] [
pi/i, qn/n

]
, (20)

which is a very simple Sahlqvist inequality for the order type ε such that ε(pi) = 1 and ε(qn) = ∂ for every
pi in pi and qn in qn.

The proposition and the theorem above yield the following Corollary.

Corollary 5.9. Every inductive LLE-inequality is equivalent to a very simple Sahlqvist L∗
LE-inequality.

Example 5.10. The following LFO
LE formula

∀j,m(∃i1 (♦i1 � m & ∀n1 (i1 � ��n1 ⇒ ∃i2 (�(♦i2 ◦ �j) � n1 & i2 ≤ �j))) ` j ≤ m)

satisfies all the conditions in Definition 5.5.15 The procedure in Lemma 5.3 computes the following three
equivalent rewritings

15To be precise, the subformula
∃i2 (�(♦i2 ◦ �j) � n1 & i2 ≤ �j)
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∀j,m(∃i1 (♦i1 � m & ∀n1 (i1 � ��n1 ⇒ �(♦�j ◦ �j) � n1)) ` j ≤ m)
iff ∀j,m(∃i1 (♦i1 � m & i1 ≤ �� � (♦�j ◦ �j)) ` j ≤ m)
iff ∀j,m(♦�� � (♦�j ◦ �j) � m ` j ≤ m).

The procedure described in Theorem 5.8 introduces a new variable pj, as j does not occur as main variable
in any inverse disjunct. By Lemma 4.9, the formula above is equivalent to

∀pj∀j,m(♦�� � (♦�pj ◦ �pj) ≤ m & j ≤ pj ⇒ j ≤ m),

and, by Lemma 4.9, it is equivalent to the following very simple Sahlqvist L∗
LE-inequality

pj ≤ ♦�� � (♦�pj ◦ �pj).

5.2 Crypto-inductive inequalities

In Section 5.1, we have shown how pre-inverse correspondent (cf. Definition 5.5) are equivalent to very
simple Sahlqvist L∗

LE-inequalities (see Definition 3.6). However, it is well known (see for instance [16])
that very simple Sahlqvist L∗

LE-inequalities are more expressive than inductive LLE-inequalities, in the
sense that, via semantic equivalence, inductive LLE-inequalities correspond to a proper subclass of very
simple Sahlqvist L∗

LE-inequalities. In the present section, we generalize the characterization of crypto-
inductive LDLE-inequalities (cf. [16, Section 3]) to the setting of LE-logics, characterizing a class of very
simple Sahlqvist L∗

LE-inequalities which can be effectively shown, via application of ALBA-rules, to be
semantically equivalent to inductive LLE-inequalities.

Definition 5.11. A node labelled with +g (resp. −f) is residuation-conservative in the i-th coordinate for

1 ≤ i ≤ ng (1 ≤ i ≤ nf) if the residual g♭i of g (resp. f ♯i of f) belongs to LLE.

Definition 5.12. For any order type ε, any strict order on variables Ω, and for any leaf l labelled with a
variable p of a signed generation tree ±s, let MVTreeεΩ(l) denote the largest subtree ±t containing l such
that:

1. the path to l contains only negative (resp. positive) nodes labelled by connectives in F∗ (resp. g ∈ G∗)
which are residuation conservative with respect to the coordinate that contains l,

2. no variable q >Ω p and occurs in ±t, as well as any ε-critical leaf,

3. the connective labelling the topmost node in the tree is in (F∗ ∪ G∗) \ (F ∪ G),

4. the topmost node in MVTreeεΩ(l) does not lie in the path to the leaf l′ in any other MVTreeεΩ(l
′) with

l′ occurring more on the left than l.

Informally, the definition above intends to identify the (sub)formulas LA(αi)(jxi
, z) (resp. RA(βi)(myi , z))

in the minimal valuations Mv(p) or Mv(q) which are substituted by the Ackermann Lemma in an ALBA
run. For instance, consider the very simple Sahlqvist inequality equivalent to the non-distributive version of
Frege’s inequality from Example 4.12, namely pj1 ≤ pj2 ⇀ (pj3 ⇀ ((pj3 • pj2) • (pj3 • pj1))). Given the order
pj3 <Ω pj2 <Ω pj1 and order type ε(p) = ε(q) = ε(r) = 1, the MVTreeεΩ of both non-critical occurrences of
pj3 contains just pj3 , the MVTreeεΩ of the non-critical occurrence of pj2 is pj3 • pj2 , and the MVTreeεΩ of the
non-critical occurrence of pj1 is (pj3 • pj2) • (pj3 • pj1). These trees correspond to the minimal valuations of
the variables in the original inductive inequality in Example 4.12, namely Mv(p) = {j3},Mv(q) = {j3 • j2},
and Mv(r) = {(j3 • j2) • (j3 • j1)}.

More in general, if an inequality is obtained via ALBA by transforming an inductive LLE-inequality into
a very simple Sahlqvist L∗

LE-inequality pre-inverse correspondent (cf. Corollary 5.9), and l is a non-critical
leaf, MVTreeεΩ(l) detects a subformula which possibly corresponds to one of the (parts of the) minimal
valuations Mv(p) or Mv(q) which is substituted by the Ackermann Lemma in an ALBA run. Indeed, the
minimal valuation for such a positive (resp. negative) variable p (resp. q) is the join (resp. meet) of adjoints

should be rewritten as the (trivially) equivalent formula

∃i2, i3 (�(♦i2 ◦ �i3) � n1 & i2 ≤ �j & i3 ≤ j)

to be in the shape described in Definition 5.5.
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of definite PIAs (see the definition of Mv right above Lemma 4.9). Since every (co)nominal is eventually
substituted by a variable (cf. (18) in Theorem 5.8) the MVTreeεΩ of a leaf l labelled by a variable r ideally
corresponds to the formula LA(αi)(jxi

, z) (resp. RA(βi)(myi , z)) where jxi
(resp. myi) is the (co)nominal

which is substituted by r.
Since the syntax tree of the adjoint of a definite PIA (cf. Definition 4.8) contains a path of nodes

which are residuals of nodes in the PIA formula, each MVTreeεΩ(l) must contain a path of nodes which
are residuation conservative, thus motivating Condition 1 of the definition above. Furthermore, since every
definite PIA subformula of an inductive inequality contains a unique critical variable, which is Ω-larger than
all the (non-critical) variables occurring in the given PIA subformula, the minimal valuation of such critical
variable cannot receive substitutions of minimal valuations of variables which are Ω-larger than the given
variable by means of the Ackermann Lemma, which justifies Condition 2. Condition 3 guarantees that the
nodes which already belong to LLE are included in MVTreeεΩ(l) only if they are in the scope of a node which
does not belong to LLE. Notice that Condition 2 ensures that, if l and l′ are leaves labelled by different
variables, the path from the root of MVTreeεΩ(l) to l does not intersect the path from the root ofMVTreeεΩ(l

′)
to l′; indeed, if the two paths intersected, both trees would contain both leaves, contradicting the fact that,
in every very simple Sahlqvist L∗

LE-inequality which is ALBA-equivalent to some inductive one, the variable
labelling one of the two leaves is Ω-larger than the other. However, Condition 2 does not guarantee this
non-intersection property to hold for leaves labelled by the same variable. This is guaranteed by Condition
4 which establishes an arbitrary order between the leaves labelled by the same variables. Nonetheless, in
principle any order (other than the ordering from left-to-right of the leaves) can work, and one has been
picked just to have a precise definition.

Definition 5.13. An L∗
LE-inequality φ ≤ ψ is crypto LLE-inductive

16 if it is a very simple ε-Sahlqvist
L∗
LE-inequality and, in the signed generation trees +φ and −ψ:

1. All ε-critical branches contain only signed connectives from LLE,

2. There exists a strict partial order Ω on the propositional variables occurring in φ ≤ ψ, such that every
occurrence of a connective in (F∗ ∪ G∗) \ (F ∪G) lies in the path to a non-critical leaf l from the root
of MVTreeεΩ(l), and it contains a Ω-largest variable in its scope.

The order Ω on the variables of a crypto LLE-inductive inequality induces a rather natural strict order
on the non-critical leaves which is defined as the smallest strict order ≺ satisfying the following conditions:
if two leaves l1 and l2 are labelled by two (different) variables v1 and v2 such that v1 <Ω v2, then l1 ≺ l2; if
two different leaves l1 and l2 are labelled by the same variable and l1 occurs in MVTreeε

Ω
(l2), then l1 ≺ l2.

Remark 5.14. Given two different LE languages L1 and L2 such that L∗
1 = L∗

2, an inequality might be
crypto L1-inductive, but not crypto L2-inductive. Consider for instance L1 with connectives F1 = {◦},
G1 = {⋆} and L2 with connectives F1 = {\⋆}, G1 = {\◦}.

17 The inequality p\⋆q ≤ p\◦q is plainly crypto
L2-inductive, but it is not crypto L1-inductive.

Proposition 5.15. Every crypto LLE-inductive inequality is equivalent to an inductive LLE-inequality.

Proof. Let φ ≤ ψ be a crypto LLE-inductive inequality and let ε and Ω be an order type and a strict partial
order satisfying Definition 5.13.

Consider now the equivalence relation ≡ on the non-critical leaves of the inequality defined as follows:
l ≡ l′ iff MVTreeε

Ω
(l) = MVTreeε

Ω
(l′). Item 2 of Definition 5.13 guarantees that ≡ is well defined w.r.t. ≺, in

the sense that l1 ≺ l2 whenever l′1 ≺ l′2 for some l′1 ≡ l1 and l′2 ≡ l2. This also guarantees that ≡-equivalent
leaves are labelled by the same variable.18

16The reference to the base language LLE is necessary, since different base languages can have the same fully residuated
language L∗

LE
, and moreover, it is easy to find examples of inequalities that are crypto inductive w.r.t. one base language but

not w.r.t. another (cf. Remark 5.14).
17In L∗

1
, /◦ and \◦ are the adjoints of ◦, and /⋆ and \⋆ are the adjoints of ⋆. In L∗

2
, /◦ and ◦ are the adjoints of \◦, and /⋆

and ⋆ are the adjoints of \⋆.
18Indeed, the variable labelling l1 in MVTree

ε
Ω
(l1) is the Ω-largest variable in MVTree

ε
Ω
(l1) whose existence is guaranteed by

item 2 of Definition 5.13, since, otherwise, item 2 of Definition 5.12 would be violated. The same argument can be applied to
l2 and MVTree

ε
Ω(l2); hence, the variables labelling l1 and l2 must coincide whenever l1 ≡ l2.
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Let us now consider the set {[l1], ... , [ln]} of ≡-classes, and, without loss of generality, let us assume
that i < j implies li ≺ lj . Following this order, for each set of leaves [li] apply the Ackermann Lemma
(cf. Lemma 4.9) to extract all the occurrences of MVTreeεΩ(li) from the inequality. More specifically, at
each step the inequality (ϕ′ ≤ ψ′)[MVTreeεΩ(li)/!z], where !z is a sequence of unique placeholder variables
for the occurrences of MVTreeεΩ(li), can be equivalently rewritten as pi ≤ MVTreeεΩ(li) ⇒ (ϕ′ ≤ ψ′)[pi/!z]
or MVTreeεΩ(li) ≤ qi ⇒ (ϕ′ ≤ ψ′)[qi/!z], depending on whether the topmost symbol of MVTreeεΩ(li) has
a positive or negative sign in the signed generation tree.19 The application of the steps discussed above
equivalently transforms the input inequality into a quasi inequality of the following form:

¯

j

pij ≤ αj(vij ) &
¯

j

βj(vkj ) ≤ qkj ⇒ (φ′ ≤ ψ′)[p/!x, q/!y], (21)

where vh is the variable labelling every node in [lh], and each αj(vij ) (resp. βj(vkj )) is a positive (resp.
negative) definite PIA (cf. Notation 3.18), by item 1 of Definition 5.12, which can contain connectives in
(F∗ ∪ G∗) \ (F ∪ G) only in the path of PIA nodes from the root to the leaf lij (resp. lkj ), and nowhere
else by items 2 and 4 of Definition 5.12. By applying adjunction to each αj and βj (cf. Definition 4.8), the
quasi-inequality above is equivalent to the following20

¯

j

LA(αj)(pij ) ≤
ε∂(vij ) vij &

¯

j

vkj ≤ε(vkj ) RA(βj)(qkj ) ⇒ (φ′ ≤ ψ′)[p/!x, q/!y]. (22)

Note that every LA(αj) and every RA(βj) contains only nodes in LLE.
Similarly to the case in which ALBA is used to eliminate proposition variables in favour of nominal and

conominal variables, we proceed to eliminate the original variables v in favour of the new variables p and
q by computing a minimal valuation set Mh for each vh depending on ε(vh). More precisely, for each vh,
Mh := {LA(αj)(pij ) : vij = vh} if ε(vh) = 1, and Mh := {RA(βj)(qkj ) : vkj = vh} otherwise. Hence, (22)

can be equivalently rewritten as
˘

i

∨ε(vi)Mi ≤ε(vi) vi ⇒ (φ′ ≤ ψ′)[p/!x, q/!y]. By Ackermann Lemma

(cf. Lemma 4.9), the latter inequality can be equivalently rewritten as (φ′ ≤ ψ′)[p/!x, q/!y,
∨ε(v)

M/v],
which is an (Ω′, ε′)-inductive LLE-inequality, where ε

′(pij ) = ε∂(vij ), ε
′(qkj ) = ε(vkj ), and Ω′ is defined

as follows: r <Ω′ r′ iff l ≺ l′ with l (resp. l′) being the leaf such that MVTreeεΩ(l) (resp. MVTreeεΩ(l
′)) is

extracted in (21) using r (resp. r′). The definition of ε′ given above ensures that the critical occurrences of
each variable pij and qkj are those occurring in LA(αj)(pij ) and RA(βj)(qkj ) which are terms belonging to
some minimal valuation set, and, therefore, they occur in the final inequality. Hence, item 1 of Definition
3.15 is satisfied, as each LA(αj)(pij ) and RA(βj)(qkj ) replaces a variable whose ancestors are only skeleton
nodes, and in each LA(αj)(pij ) and, RA(βj)(qkj ), the path from the root to pij and qkj contains only definite
PIA nodes. The fact that the order ≺ is strict guarantees that item 2 of Definition 3.15 is also satisfied.

Example 5.16. The inequality �(�v1\v2) ≤ v1\�v2 is (Ω, ε)-crypto inductive for the language LLE of the
full Lambek calculus extended with a unary operator � having left residual �, for ε(v1) = 1 and ε(v2) = ∂
and any Ω. The MVTreeεΩ of the occurrence of p on the left side is �p, while that of the occurrence of q on
the left side is just q. Therefore, the procedure in Proposition 5.15 yields

�(�v1\v2) ≤ v1\�v2
iff �v1 ≤ p⇒ �(p\v2) ≤ v1\�v2
iff �v1 ≤ p & q ≤ v2 ⇒ �(p\q) ≤ v1\�v2
iff v1 ≤ �p & q ≤ v2 ⇒ �(p\q) ≤ v1\�v2
iff �(p\q) ≤ �p\�q,

i.e., the non-distributive version of axiom K for classical normal modal logic.

Example 5.17. The inequality v3 ≤ v2 ⇀
[
v1 ⇀

(
(v1 • v2) • (v1 • v3)

)]
in the language of Example 4.12

is (Ω, ε)-crypto inductive for ε(v1) = ε(v2) = ε(v3) = 1, and v1 <Ω v2 <Ω v3. The signed generation trees

19Note that, by item 2 of Definition 5.13, all occurrences of MVTree
ε
Ω(li) have the same sign in the given crypto inequality.

20In (22), we adopt the convention that a ≤1 b iff a ≤ b, and a ≤∂ b iff b ≤ a, for all terms a and b. Note that, by item 1
of Definition 5.13, each vij (resp. vkj ) occurs in αj (resp. βj) with sign ε∂(vij ) (resp. ε∂(vkj )). To justify the superscripts

in the inequalities of (22), consider the following case (the other three cases being similar). If ε(vij ) = 1, then vij occurs
negatively in αj . Since the root of αj is positive in the original inequality, αj is antitone in vij ; hence the adjunction is a
Galois connection which reverses the order.
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+v1, +(v1 • v2), and +((v1 • v2) • (v1 • v3)), are the trees MVTreeεΩ(l) of the non critical occurrences of v1,
v2, and v3, respectively. The procedure in Proposition 5.15 computes

v3 ≤ v2 ⇀
[
v1 ⇀

(
(v1 • v2) • (v1 • v3)

)]

iff v1 ≤ p⇒ v3 ≤ v2 ⇀
[
v1 ⇀

(
(p • v2) • (p • v3)

)]

iff v1 ≤ p & p • v2 ≤ q ⇒ v3 ≤ v2 ⇀
[
v1 ⇀

(
q • (p • v3)

)]

iff v1 ≤ p & p • v2 ≤ q & q • (p • v3) ≤ r ⇒ v3 ≤ v2 ⇀ (v1 ⇀ r)
iff v1 ≤ p & v2 ≤ p ⇀ q & v3 ≤ p ⇀ (q ⇀ r) ⇒ v3 ≤ v2 ⇀ (v1 ⇀ r)
iff p ⇀ (q ⇀ r) ≤ (p ⇀ q)⇀ (p ⇀ r),

i.e., the non-distributive version of Frege’s axiom for propositional logic.

Lemma 5.18. Every LLE-inductive inequality is equivalent to some crypto LLE-inductive inequality.

Proof. By Corollary 5.9, any refined (Ω, ε)-inductive inequality (ϕ ≤ ψ)[ηa/!a, ηb/!b][α/!x, β/!y, γ/!z, δ/!w]
is equivalent to some very simple Sahlqvist L∗

LE-inequality. In particular, given the ALBA output

∀jx,my, jz ,mw

((
nz̄

i=1

jzi ≤ γi &
nw̄

i=1

δi ≤ mwi

)[
∨

Mv(p)/p,
∧

Mv(q)/q

]

⇒ (ϕ ≤ ψ)[ja/!a,mb/!b]

)

,

(23)

the proof of Theorem 5.8 can be replicated by instantiating ξi := γi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

and ζi :=

δi

[
∨
Mv(p)/p,

∧
Mv(q)/q

]

for each γi and δi, and (still following the proof of Theorem 5.8), the initial

inequality can be rewritten as

∀pjxi
, qmyi

(ϕ ≤ ψ)
[

ξ′i/jzi , ζ
′
i/mwi

] [
pjxi

/jxi
, qmyi

/myi

]
, (24)

which is a very simple Sahlqvist inequality for ε′(pjxi
) = 1 and ε′(qmyi

) = ∂ (for any index i). Of course,
all the ε′-critical branches in (24) are branches in the LLE-formulas ϕ and ψ, and hence contain only nodes
from LLE. Let us exhibit an order on the variables in pjxi

and qmyi
that satisfies item 2 of Definition 5.13.

In the computation of the ALBA output (23), each jx and my has been introduced in relation to some
definite positive (resp. negative) PIA α (resp. β) during first approximation. Each such PIA formula has a
critical variable occurrence v on which Lemma 4.9 is applied after computing the left (resp. right) residual of
α (resp. β) with respect to v. For every jx and every my, let τ(jx) and τ(my) be the critical variables of the
PIA formulas to which they are related, and let ρ(jx) and ρ(my) be the variables pjx and qmy

, respectively.
Consider the order <Ω′ on the variables of (24) defined as follows: for any u,v ∈ {jxi

: 1 ≤ i ≤ nx}∪{myi :
1 ≤ i ≤ ny},

ρ(u) <Ω′ ρ(v) iff τ(u) <Ω τ(v).

By construction and by item 2 of Definition 3.15, item 2 of Definition 5.13 is satisfied.

Example 5.19. Consider the LE language with F = {�,♦} and G = {/◦, \◦}. For ε(pj) = 1 and empty
Ω, the following inequality21

pj ≤ ♦�� � (♦�pj ◦ �pj)

from Example 5.10 is crypto (Ω, ε)-inductive, as the two occurrences of pj do not share the same MVTreeΩ
for any Ω. The term encoded by the MVTreeεΩ of the left non-critical occurrence of pj is just pj, and the
one of the right occurrence is �(♦�pj ◦ �pj). Therefore, the procedure in Proposition 5.15 yields

pj ≤ ♦�� � (♦�pj ◦ �pj)
iff pj ≤ q1 ⇒ pj ≤ ♦�� � (♦�q1 ◦ �pj)
iff pj ≤ q1 & �(♦�q1 ◦ �pj) ≤ q2 ⇒ pj ≤ ♦��q2
iff pj ≤ q1 & pj ≤ �(♦�q1\◦�q2) ⇒ pj ≤ ♦��q2
iff pj ≤ q1 ∧�(♦�q1\◦�q2) ⇒ pj ≤ ♦��q2
iff q1 ∧�(♦�q1\◦�q2) ≤ ♦��q2

In the previous example, due to the fact that the parent node of the leftmost noncritical occurrence of
pj is labelled by � (a non-residuation conservative connective), its MVTreeεΩ can never intersect the path

21We remind the reader that in this example ◦,� ∈ F∗ \ F , and /◦, \◦ ∈ G are the residuals of ◦.
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from the root to the other non-critical occurrence in its MVTreeεΩ. Hence, the choice of the order on the
leaves labelled by the same variable does not influence the definition of MVTree. In the following example,
we exhibit an inequality in which such choice matters, in the precise sense that the procedure in Proposition
5.15 yields a different inductive inequality.

Example 5.20. Consider the following variation on the previous example:

pj ≤ ♦�� � (� � pj ◦ �pj),

which is still crypto inductive for ε(pj) = 1. Since by item 4 of Definition 5.12, priority is given by ordering
leaves (labelled by the same variable) from left to right, the MVTreeεΩ of the first non-critical occurrence of
pj is �(� � pj ◦ �pj), and the one of the second occurrence is just �pj. The procedure in Proposition 5.15
yields

pj ≤ ♦��� (� � pj ◦ �pj)
iff �pj ≤ q1 ⇒ pj ≤ ♦�� � (� � pj ◦ q1)
iff �pj ≤ q1 & �(� � pj ◦ q1) ≤ q2 ⇒ pj ≤ ♦��q2
iff pj ≤ �q1 & pj ≤ ��(�q2/◦q1) ⇒ pj ≤ ♦��q2
iff pj ≤ �q1 ∧��(�q2/◦q1) ⇒ pj ≤ ♦��q2
iff �q1 ∧��(�q2/◦q1) ≤ ♦��q2

As mentioned above, it is possible to use any order on the leaves labelled by the same variable. Any choice
will lead to different outcomes. Let us check what happens when priority is given to rightmost non-critical
leaf. The MVTreeεΩ of the first and second non-critical occurrence of pj become � � pj and �(� � pj ◦ �pj),
respectively. The procedure in Proposition 5.15 yields

pj ≤ ♦��� (� � pj ◦ �pj)
iff � � pj ≤ q1 ⇒ pj ≤ ♦�� � (q1 ◦ �pj)
iff � � pj ≤ q1 & �(q1 ◦ �pj) ≤ q2 ⇒ pj ≤ ♦��q2
iff pj ≤ ��q1 & pj ≤ �(q1\◦�q2) ⇒ pj ≤ ♦��q2
iff pj ≤ ��q1 ∧�(q1\◦�q2) ⇒ pj ≤ ♦��q2
iff ��q1 ∧�(q1\◦�q2) ≤ ♦��q2

Having shown that crypto LLE-inductive inequalities can be equivalently rewritten as inductive LLE

inequalities, Definition 5.5 can be restricted so as to target such inequalities:

Definition 5.21. An LLE-inverse correspondent is a LLE-pre-inverse correspondent

∀j,m, i,n




¸

ji in j

θ−ji (ji) `
¸

mi in m

θ−mi
(mi) ` ϕ ≤ ψ



 ,

whose equivalent very simple Sahlqvist L∗
LE-inequality obtained using the procedure in Theorem 5.8 is

crypto LLE-inductive.
We consider to be inverse correspondents also formulas with the (trivially equivalent) shape

∀j,m, i,n




¯

ji in j

∼θ−ji (ji) `
¯

mi in m

∼θ−mi
(mi) ⇒ ϕ ≤ ψ



 .

A straightforward consequence of the discussion above follows from Theorem 5.8:

Theorem 5.22. Any LLE-inverse correspondent is equivalent to some LLE-crypto inductive inequality.
Hence, by Proposition 5.15, every LLE-inverse correspondent is equivalent to some LLE-inductive inequality.

The reader is referred to Section 7 for more examples.

6 Instantiation to specific semantic settings

In the present section we discuss how the argument in Section 5 can be instantiated to a few semantics for
LE-logics. More specifically, we describe the shape in Definition 5.5 in the frame correspondence languages

26



of such semantics. Examples of (inverse) correspondence in these settings can be then found in Section
7. Other semantics for LE-logics which are not taken into account for space reasons do exists (e.g., see
graph-based frames in [15]).

6.1 Kripke semantics

In the usual Kripke semantics, formulas are interpreted using structures (X, (Rh)h∈F∪G) to each n-ary
connective h in a fixed LE-language LLE is associated a relation Rh ⊆ X ×Xn. Valuations map variables
into the powerset of X , ⊥ to ∅, ⊤ to X , and are extended to formulas as follows:

V (ϕ ∧ ψ) = V (ϕ) ∩ V (ψ) V (g(ϕ1, ... , ϕn)) = (R−1
g [V (ϕ1)

ε∂g (1) × · · · × V (ϕ1)
ε∂g (n)])c

V (ϕ ∨ ψ) = V (ϕ) ∪ V (ψ) V (f(ϕ1, ... , ϕn)) = R−1
f [V (ϕ1)

εf (1) × · · · × V (ϕ1)
εf (n)],

for every f ∈ F , g ∈ G, and where for a set S ⊆ X , S1 := S and S∂ := Sc := X \ S.
As discussed in Remark 3.24, in the classical Kripke setting, both nominals and conominals can be

translated as individual variables ranging in the domain of Kripke frames. As already mentioned (cf. Remark
4.15), an inequality j � m translates as x = y if j is translated as x and m as y. To understand what
the other inequalities in LFO

LE become in the standard first order correspondence language, let us see what
happens with the simplest forms of inequalities that may occur. For any assignment that maps j to {x}, i
to {y}, m to {y}c, and n to {x}c,

j ≤ �m
iff x ∈ R−1

�
[({y}c)c]c

iff x /∈ R−1
�

[y]
iff ∼R�xy.

j ≤ ⊲i
iff x ∈ R−1

⊲ [y]c

iff x /∈ R−1
⊲ [y]

iff ∼R⊲xy.

♦j ≤ m
iff R−1

♦ [x] ⊆ {y}c

iff y /∈ R−1
♦ [x]

iff ∼R♦yx.

⊳n ≤ m
iff R−1

⊳ [({x}c)c] ⊆ {y}c

iff y /∈ R−1
⊳ [x]

iff ∼R⊳yx.

Such inequalities can be straightforwardly generalized to operators with arbitrary arity and tonicity in each
coordinate. Let us consider any assignment that maps j to {x}, m to {y}c, and each pure variable ui in
the vector u to {zi} if ui is a nominal and to {zi}

c otherwise. For any f ∈ F (resp. g ∈ G) such that ui
is a nominal (resp. conominal) for every positive coordinate of f (resp. negative coordinate of g), and a
conominal for every negative one (resp. positive one),

j ≤ g(u)
iff x ∈ R−1

g [(z1, ... , zn)]
c

iff x /∈ R−1
g [(z1, ... , zn)]

iff ∼Rg(x, z1, ... , zn)

f(u) ≤ m
iff R−1

f [(z1, ... , zn)] ⊆ {y}c

iff y /∈ R−1
f [(z1, ... , zn)]

iff ∼Rf (y, z1, ... , zn).

Inequalities ϕ ≤ m (resp. j ≤ ψ) involving arbitrary positive (resp. negative) skeleton formulas ϕ (resp.
ψ) can be interpreted in two ways: either the term function of ϕ (resp. ∨) is thought of as an f -operator
(resp. g-operator) as above, or the inequality is further flattified to a formula containing only inequalities
as above. This further flattification process is not possible in general lattice expansions (see Appendix A),
but in distributive settings (such as the one given by Kripke semantics) it can be carried out [7]. Indeed, for
any positive skeleton ϕ (resp. negative skeleton ψ), a negated inequality j � ψ (resp. ϕ � m) is equivalent
to ψ ≤ ¬j (resp. ¬m ≤ ϕ); hence any LFO

LE -atom can be rewritten as ψ ≤ m′ or j′ ≤ ϕ, by identifying m′

with ¬j and j′ with ¬m. Following [7], if ϕ and ψ are vectors of positive and negative skeleton formulas
respectively, then any inequality j ≤ f(ϕ, ψ) (resp. g(ψ, ϕ) ≤ m), assuming w.l.o.g. that f ∈ F (resp. g ∈ G)
be positive (resp. negative) in ϕ and negative (resp. positive) in ψ, is equivalent to 22

∃i∃n(j ≤ f(i,n) &
˘

h ih ≤ ϕh &
˘

k ψk ≤ nk)

resp. ∃n∃i(g(n, i) ≤ m &
˘
h ih ≤ ϕh &

˘
k ψk ≤ nk),

and it is possible to proceed recursively on the inequalities ih ≤ ϕh and ψk ≤ nk until all the inequalities
above contain at most one connective.

Hence, compared to the general lattice setting, the distributive version of the inverse correspondence
algorithm allows for a finer-grained manipulation of the base case of the inverse-disjunct definition, which
also allows to work only with LFO

LE -atoms containing at most one connective, which better reflect the classical
and distributive usual frame correspondence languages.

22Note that this equivalent rewriting works only in distributive settings because it uses the fact that completely join/meet
irreducible elements are completely join/meet prime.
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The definition of positive (resp. negative) inverse disjunct is specialized as follows:

Base case: θ+(x) := ∼Rϕxy (resp. θ−(x) := Rϕxy) for a positive skeleton ϕ, or θ+(x) := ∼Rψxy (resp.
θ−(x) := Rψxy) for a negative skeleton ψ. As a consequence of the discussion above, θ+(x) (resp.
θ−(x)) is equivalent to a universally quantified disjunction (resp. existentially quantified conjunction)
of relational atoms with certain properties on the position in which the quantified variables occur in
the relational atoms (we refer the reader to [7, Section 4] and [1, Section 3.7]).

Conjunction/Disjunction: θ+(x) :=
˘

i θ
+
i (x) (resp. θ

−(x) :=
˙

i θ
−
i (x));

Quantification: θ+(x) := ∀y[Rψxy ⇒
˙
i θ

−
i (yi)] (resp. θ

−(x) := ∃y[
˘

i θ
+
i (yi) & Rψxy]), where ψ is a

definite skeleton formula, and each θ−i (resp. θ+i ) is a negative (resp. positive) inverse disjunct where
x does not occur. The formula ψ can be just a variable.

6.2 Polarity based semantics

Polarity based semantics were introduced in [15]. In the present section we recall the basic definitions, and
we instantiate the whole framework to this specific setting. The preliminaries in this Section are largerly
drawn from [8].

For all sets A,B and any relation S ⊆ A×B, we let, for any A′ ⊆ A and B′ ⊆ B,

S(1)[A′] := {b ∈ B | ∀a(a ∈ A′ ⇒ aSb)} and S(0)[B′] := {a ∈ A | ∀b(b ∈ B′ ⇒ aSb)}.

For all sets A,B1, ... Bn, and any relation S ⊆ A×B1 × · · · ×Bn, for any C := (C1, ... , Cn) where Cj ⊆ Bj
for all 1 ≤ j ≤ n, we let, for any A′ ⊆ A and 1 ≤ i ≤ n,

C
i
:= (C1, ... , Ci−1, Ci+1, ... , Cn) and C

i

A′ := (C1 ... , Ci−1, A
′, Ci+1, ... , Cn).

When Bi ⊇ Ci := {ci} and A ⊇ A′ := {a′}, we write c for {c}, and c i for {c}
i
, and c ia′ for {c}

i

{a′}. We

also let: Si ⊆ Bi × B1 × · · · × Bi−1 × A × Bi+1 × · · · × Bn be defined by (bi, c
i
a) ∈ Si iff (a, c) ∈ S;

S(0)[C] := {a ∈ A | ∀b(b ∈ C ⇒ aSb)}, and S(i)[A′, C
i
] := S

(0)
i [C

i

A′ ].
A formal context or polarity [24] is a structure P = (A,X, I) s.t. A and X are sets and I ⊆ A ×X is a

binary relation. For every polarity P, maps (·)↑ : P(A) → P(X) and (·)↓ : P(X) → P(A) can be defined
as follows: B↑ := I(1)[B] = {x ∈ X | (∀a ∈ B)aIx} and Y ↓ := I(0)[Y ] = {a ∈ A | (∀x ∈ Y )aIx}. The
maps (·)↑ and (·)↓ form a Galois connection between (P(A),⊆) and (P(X),⊆), i.e. Y ⊆ B↑ iff B ⊆ Y ↓

for all B ∈ P(A) and Y ∈ P(X). A formal concept of P is a pair c = ([[c]], ([c])) s.t. [[c]] ⊆ A and ([c]) ⊆ X ,

and [[c]]
↑
= ([c]) and ([c])

↓
= [[c]]. The set [[c]] is the extension of c, while ([c]) is its intension. It immediately

follows from this definition that if ([[c]], ([c])) is a formal concept, then [[c]]
↑↓

= [[c]] and ([c])
↓↑

= ([c]). That is,
[[c]] and ([c]) are Galois-stable. The set L(P) of the formal concepts of P can be partially ordered as follows:
for any c, d ∈ L(P),

c ≤ d iff [[c]] ⊆ [[d]] iff ([d]) ⊆ ([c]).

With this order, L(P) forms a complete lattice.
A polarity-based LLE-frame (see [8]) is a tuple F = (P,RF ,RG), where P = (A,X, I) is a polarity,

RF = {Rf | f ∈ F}, and RG = {Rg | g ∈ G}, such that for each f ∈ F and g ∈ G, the symbols Rf and Rg
respectively denote (nf + 1)-ary and (ng + 1)-ary relations Rf ⊆ X × Aεf and Rg ⊆ A ×Xεg , where Aεf

denotes the nf -fold cartesian product of A and X such that, for each 1 ≤ i ≤ nf , the ith projection of Aεf

is A if εf (i) = 1 and is X if εf (i) = ∂, and Xεg denotes the ng-fold cartesian product of A and X such
that for each 1 ≤ i ≤ ng the ith projection of Xεg is X if εg(i) = 1 and is A if εg(i) = ∂. In addition, all
relations Rf and Rg are required to be I-compatible, i.e. the following sets are assumed to be Galois-stable
for all a ∈ A, x ∈ X , a ∈ Aεf , and x ∈ Xεg :

R
(0)
f [a] and R

(i)
f [x, a i] R(0)

g [x] and R(i)
g [a, x i].

For any polarity-based frame F = (P,RF ,RG) with P = (A,X, I), a valuation on F is a map V :
AtProp → P+. For every p ∈ AtProp, we let [[p]] := [[V (p)]] (resp. ([p]) := ([V (p)])) denote the extension
(resp. the intension) of the interpretation of p under V . The elements (objects) of [[p]] are the members
of concept p under V ; the elements (features) of ([p]) describe concept p under V . Any valuation V on F
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extends homomorphically to a unique interpretation map of L-formulas, which, abusing notation, we also
denote V , and which is defined as follows:23.

V (p) = ([[p]], ([p]))
V (⊤) = (A,A↑) V (⊥) = (X↓, X)

V (φ ∧ ψ) = ([[φ]] ∩ [[ψ]], ([[φ]] ∩ [[ψ]])↑) V (φ ∨ ψ) = ((([φ]) ∩ ([ψ]))↓, ([φ]) ∩ ([ψ]))

V (f(φ)) =

((

R
(0)
f [[[φ]]

εf
]
)↓

, R
(0)
f [[[φ]]

εf
]

)

V (g(φ)) =

(

R
(0)
g [([φ])

εg
],
(

R
(0)
g [([φ])

εg
]
)↑
)

Here, for every φ ∈ Lnf (resp. φ ∈ Lng ), the tuple [[φ]]
εf

is such that for each 1 ≤ i ≤ nf , the i-th

coordinate of [[φ]]
εf

is [[φi]] if εf (i) = 1, and is ([φi]) if εf (i) = ∂, and ([φ])
εg

is such that for each 1 ≤ i ≤ ng
the i-th coordinate of ([φ])

εg
is ([φi]) if εg(i) = 1, and is [[φi]] if εg(i) = ∂.

The two-sorted first order language of polarity-based frames contains individual variables of two sorts,
ranging over the objects and the attributes of the frame, and an n-ary relation symbol for every n-ary
relation in the frame (I included). To see how LFO

LE -atoms translate in the first order language of polarity
based frames, let us start with the basic cases of skeleton formulas containing just one unary connective.
For any polarity based frame F as above any unary �,⊲ ∈ G, any ♦,⊳ ∈ F , and any assignment V mapping
(without loss of generality) j to the concept (a↑↓, a↑), i to (b↑↓, b↑), m to (x↓, x↓↑), and n to (y↓, y↓↑), the
following equivalences hold:

V (j) ≤ V (�m)
iff [[j]]V ⊆ [[�m]]V
iff a↑↓ ⊆ R

(0)
�

[x]

iff a ∈ R
(0)
�

[x]
iff aR�x

V (j) ≤ V (⊲i)
iff [[j]]V ⊆ [[⊲i]]V
iff a↑↓ ⊆ R

(0)
⊲ [b]

iff a ∈ R
(0)
⊲ [b]

iff aR⊲b

V (♦j) ≤ V (m)
iff ([m])V ⊆ ([♦j])V
iff x↓↑ ⊆ R

(0)
♦ [a]

iff x ∈ R
(0)
♦ [a]

iff xR♦a

V (⊳n) ≤ V (m)
iff ([m])V ⊆ ([⊳n])V
iff x↓↑ ⊆ R

(0)
⊳ [y]↑↓

iff x ∈ R
(0)
⊳ [y]

iff xR♦y,

V (j) ≤ V (m)
iff [[j]]V ⊆ [[m]]V
iff a↑↓ ⊆ x↓

iff a ∈ x↓

iff aIx

where the third equivalence in each case follows from the fact that every relation (I included) is I-compatible.
The equivalent rewritings above can be easily generalized to operators of any arity. For instance, for any

operator f in F (resp. g ∈ G) whose first (resp. last) n coordinates are positive, and whose last (resp. first)
m coordinates are negative, for any valuation mapping each ii (for 1 ≤ i ≤ n) to the concept generated by
the object ai, each nj (for 1 ≤ j ≤ m) to the concept generated by the feature xi, and m (resp. j) to the
concept generated by the feature y (resp. object b), it follows that

V (f(i1, ... , in,n1, ... ,nm)) ≤ V (m)
iff ([m])V ⊆ ([f(i1, ... , in,n1, ... ,nm)])V
iff y↓↑ ⊆ R

(0)
f [(a1, ... , an, x1, ... , xm)]

iff y ∈ R
(0)
f [(a1, ... , an, x1, ... , xm)]

iff Rf (y, a1, ... , an, y1, ... , ym).

V (j) ≤ V (g(n1, ... ,nm, i1, ... , in))
iff [[j]]V ⊆ [[g(n1, ... ,nm, i1, ... , in)]]V
iff b↑↓ ⊆ R

(0)
g [(x1, ... , xm, a1, ... , an)]

iff b ∈ R
(0)
g [(x1, ... , xm, a1, ... , an)]

iff Rg(y, x1, ... , xm, a1, ... , an).

The same argument can easily be adapted to the interpretation of inequalities ϕ(i1, ... , in,n1, ... ,nm) ≤ m
(resp. j ≤ ψ(n1, ... ,nm, i1, ... , in)), where ϕ (resp. ψ) is a positive (resp. negative) skeleton formula which
is, without loss of generality, positive in the first n (resp. m) coordinates, and negative (resp. positive) in
the last m (resp. n) coordinates. For notational convenience, let us associate a relation Rϕ ⊆ X×An×Xm

(resp. Rψ ⊆ A×Xm ×An) to ϕ (resp. ψ) by induction on ϕ (resp. ψ) as follows.

Definition 6.1 (Relation associated to skeleton formula.). Let ϕ and ψ be a positive and a negative skeleton
formula, respectively. The relations Rϕ and Rψ are defined by simultaneous induction as follows:

Base case if ϕ (resp. ψ) is a variable, Rϕ := J (resp. Rψ := I);

Inductive case if ϕ = f(ϕ1, ... , ϕh, ψ1, ... , ψk) (resp. ψ = g(ψ1, ... , ψk, ϕ1, ... , ϕh)) such that f ∈ F
(resp. g ∈ G) is w.l.o.g. positive in its first h (resp. k) coordinates and negative in the last k

23In what follows, we will drop reference to the valuation V when this does not generate ambiguous readings, and write [[ϕ]]
for [[V (φ)]] and ([ϕ]) for ([V (φ)]).
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(resp. h), each ϕi is a positive skeleton formula, and each ψi is a negative skeleton formula, then
Rϕ := Rf ;I (Rϕ1

, ... , Rϕh
, Rψ1

, ... , Rψk
) (resp. Rψ := Rg ;I (Rψ1

, ... , Rψk
, Rϕ1

, ... , Rϕh
));

where the composition ;I is defined as in Definition 6.2 below.

Definition 6.2 (Generalized I-composition). Let D ⊆ X × Ah × Xk (resp. B ⊆ A × Xk × Ah), and let
Di ⊆ X × Ahi × Xki and Bj ⊆ A × Xkj × Ahj for 1 ≤ i ≤ h and h + 1 ≤ j ≤ h + k. The relation
D;I (D1, ... , Dh, B1, ... , Bk) is such that for all ai ∈ Ahi , xi ∈ Xki , bj ∈ Akj , yj ∈ Xhj , a ∈ A, x ∈ X ,

(x, a1, x1, ... , ah, xh, b1, y1, ... , bk, yk) ∈ D;I (D1, ... , Dh, B1, ... , Bk) if and only if

x ∈ D(0)[(D
(0)
1 [a1, x1]

↓, ... , D
(0)
h [ah, xh]

↓, B
(0)
1 [b1, y1]

↑, ... , B
(0)
k [bk, yk]

↑)],

and, respectively,

(a, b1, y1, ... , bk, yk, a1, x1, ... , ah, xh) ∈ B;I (B1, ... , Bk, D1, ... , Dh) if and only if

a ∈ B(0)[(B
(0)
1 [b1, y1]

↑, ... , B
(0)
k [bk, yk]

↑, D
(0)
1 [a1, x1]

↓, ... , D
(0)
h [ah, xh]

↓)].

We refer the reader to [10, 8, 15] for discussions and motivations about the definition above which
straightforwardly generalizes definitions found in these papers.

Thanks to the definitions ofRϕ and Rψ , the interpretation of the inequalities ϕ(i1, ... , in,n1, ... ,nm) ≤ m
(resp. j ≤ ψ(n1, ... ,nm, i1, ... , in)) where ϕ is a positive (resp. negative) skeleton formula, can be given as
follows

V (ϕ(i1, ... , in,n1, ... ,nm)) ≤ V (m)
iff ([m])V ⊆ ([ϕ(i1, ... , in,n1, ... ,nm)])V
iff y↓↑ ⊆ R

(0)
ϕ [(a1, ... , an, x1, ... , xm)]

iff y ∈ R
(0)
ϕ [(a1, ... , an, x1, ... , xm)]

iff Rϕ(y, a1, ... , an, y1, ... , ym),

V (j) ≤ V (ψ(n1, ... ,nm, i1, ... , in))
iff [[j]]V ⊆ [[ψ(n1, ... ,nm, i1, ... , in)]]V
iff b↑↓ ⊆ R

(0)
ψ [(x1, ... , xm, a1, ... , an)]

iff b ∈ R
(0)
ψ [(x1, ... , xm, a1, ... , an)]

iff Rψ(y, x1, ... , xm, a1, ... , an).

As is clear from Definition 6.1, the expressions Rϕ(y, a1, ... , an, y1, ... , ym) and Rψ(y, x1, ... , xm, a1, ... , an)
are abbreviations for LFO

P -formulas:

Example 6.3. Consider the inequality ϕ(i1, i2) ≤ m where ϕ(i1, i2) := ♦i1 ◦ ♦i2. By Definition 6.1,
Rϕ := R◦;I (R♦, R♦) ⊆ X × A× A, where R◦ ⊆ X × A× A, and R♦ ⊆ X × A. By Definition 6.2, for any
x ∈ X , a, b ∈ A,

(x, a, b) ∈ R◦;I (R♦, R♦) iff x ∈ R
(0)
◦ [R

(0)
♦ [a]↓, R

(0)
♦ [b]↓]

iff x ∈ {y ∈ X : ∀c∀d(c ∈ R
(0)
♦ [a]↓ & d ∈ R

(0)
♦ [b]↓ ⇒ R◦(y, c, d))}

iff ∀c∀d(c ∈ R
(0)
♦ [a]↓ & d ∈ R

(0)
♦ [b]↓ ⇒ R◦(x, c, d))

iff ∀c∀d(∀z(zR♦a⇒ cIz) & ∀w(wR♦b⇒ dIw) ⇒ R◦(x, c, d)).

The formulas in Definition 5.1 can be translated as follows for polarity based semantics.

Definition 6.4. A positive (resp. negative) inverse disjunct is a LFO
P -formula θ+(r) (resp. θ−(r)) defined

inductively together with a variable r ∈ AtObj ∪ AtAttr as follows:

Base case 1: θ+(r) := Rϕxs (resp. θ−(r) := ∼Rϕxs), where ϕ is a positive definite skeleton formula,
r = x, and each s in s is an object variable if it is positive in ϕ, a feature variable otherwise.

Base case 2: θ+(r) := Rψas (resp. θ−(r) := ∼Rψas), where ψ is a negative definite skeleton formula,
r = a, and each s in s is a feature variable if it is positive in ψ, an object variable otherwise.

Conjunction/Disjunction: θ+(r) :=
˘

i θ
+
i (r) (resp. θ

−(r) :=
˙

i θ
−
i (r));

Quantification 1: θ+(r) := ∀s[∼Rψas ⇒
˙
i θ

−
i (si)] (resp. θ

−(r) := ∃s[
˘
i θ

+
i (si) & ∼Rψas]), where

r := a, ψ is a negative definite skeleton formula, and each θ−i (resp. θ+i ) is a negative (resp. positive)
inverse disjunct where a does not occur. The formula ψ can be just a variable.

Quantification 2: θ+(r) := ∀s[∼Rϕxs ⇒
˙
i θ

−
i (si)] (resp. θ

−(r) := ∃s[
˘

i θ
+
i (si) & ∼Rϕxs]), where

r := x, ϕ is a positive definite skeleton formula, and each θ−i (resp. θ+i ) is a negative (resp. positive)
inverse disjunct where x does not occur. The formula ϕ can be just a variable.
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Example 6.5. The pre-inverse correspondent from Example 5.10

∀j,m(∃i1 (♦i1 � m & ∀n1 (i1 � ��n1 ⇒ ∃i2 (�(♦i2 ◦ �j) � n1 & i2 ≤ �j))) ` j ≤ m)

can be instantiated to the following setting as follows:

∀a, x(∃b1 (∼xR♦b1 & ∀y1 (∼b1(R�;I R�)y1 ⇒ ∃b2 ((y1, b2, a) /∈ � ;I (R◦;I (R♦,�)) & b2R�a))) ` aIx).

7 More examples

The present section collects some examples that instantiate different signatures, and analyzes them using
different semantics.

7.1 Correspondents of generalized modal reduction principles

We discuss some examples based on various LE-languages LLE, the corresponding extended language L∗
LE

of which has parameters F = {◦,�} and G = {�, \, /}, where the residuals of ◦ are / and \. We recall that
in polarity based frames, an atom Rxyz is translated as jy ◦ jz ≤ mx (cf. Section 6.2), while in residuated
frames it is translated as jx ≤ jy ◦ jz (cf. [22]).

Exchange, weakening, and contraction. Let LLE be s.t. F = {◦} and G = {�}. In the (distributive)
setting of the frames in [21] dual to perfect residuated algebras [28], consider the following first order
formulas.24

R◦xab ⇒ R◦xba
i.e. jx ≤ ja ◦ jb ⇒ jx ≤ jb ◦ ja
iff ja ◦ jb ≤ jb ◦ ja
iff a ◦ b ≤ b ◦ a.

R◦xab⇒ a ≤ x
i.e. jx ≤ ja ◦ jb ⇒ jx ≤ ja
iff j ◦ i ≤ j
iff a ◦ b ≤ a.

R◦xxx
i.e. jx ≤ jx ◦ jx
iff a ≤ a ◦ a.

Similarly, in (non-necessarily distributive) polarity-based frames (cf. Section 6.2),

R◦xba⇒ R◦xab
i.e. jb ◦ ja ≤ mx ⇒ ja ◦ jb ≤ mx

iff ja ◦ jb ≤ jb ◦ ja
iff a ◦ b ≤ b ◦ a.

Iax⇒ R◦xab
i.e. ja ≤ mx ⇒ ja ◦ jb ≤ mx

iff ja ◦ jb ≤ ja
iff a ◦ b ≤ a.

Rxaa⇒ Iax
i.e. jx ◦ ja ≤ mx ⇒ ja ≤ mx

iff ja ≤ ja ◦ ja
iff a ≤ a ◦ a.

Associativity. For the same language and settings as above, consider the following first order formula in
the dual structures of residuated algebras:

R◦xad & R◦dbc⇒ ∃e(R◦xec & R◦eab)
i.e. jx ≤ ja ◦ jd & jd ≤ jb ◦ jc ⇒ ∃e(jx ≤ je ◦ jc & je ≤ ja ◦ jb),

which, by complete join-primeness (cf. Section 2 for a similar argument) is equivalent to

ja ◦ (jb ◦ jc) ≤ (ja ◦ jb) ◦ jc,

that, by Lemma 5.7, can be rewritten as (a◦b)◦c ≤ (a◦b)◦c. This axiom is an example of a generalized modal
reduction principle, since it does not contain any occurrence of ∧ and ∨, and at least some variable does
not occurs uniformly in it. In [8], a connection has been established between the first order correspondents
in polarity based frames and in Kripke frames of LE-inductive modal reduction principles with unary
connectives. Specifically, the first order correspondent of any given inductive modal reduction principle in
each type of semantic structures can be expressed as an inclusion of relations, and the one on polarity-based
frames is the lifted version of the one on Kripke frames (cf. [8, Definition 4.17, Theorem 4.20]). The first
order axiom above can be rewritten as

R◦ ◦ (R◦,∆) ⊆ R◦ ◦ (∆, R◦), (25)

where ∆ is the identity relation, and, for any ternary relation R and binary relations S and T , (R◦(S, T ))xyz
iff ∃a∃b(Rxab & Say & Tbz). In the setting of polarity-based frames, the lifting of (25) is the following

24Residuated algebras are bounded distributive lattices with an operation ◦ which has both residuals. By Priestley duality,
natural dual ordered relational structures arise, where an inequality j ≤ i is interpreted as xi ≤ xj , and j ≤ i ◦h as R◦xjxixh.
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inclusion of relations:

R◦ ;I (J,R◦) ⊆ R◦ ;I (R◦, J), (26)

which can be written as a first order condition as follows:
R◦ ;I (J,R◦) ⊆ R◦ ;I (R◦, J)

iff x ∈ (R◦ ;I (J,R◦))
(0)[a, b, c] ⇒ x ∈ (R◦ ;I (R◦, J))

(0)[a, b, c]

iff ∀d(d ∈ (R
(0)
◦ [b, c])↓ ⇒ R◦xad) ⇒ ∀d(d ∈ (R

(0)
◦ [a, b])↓ ⇒ R◦xdc)

iff ∀d(∀y(R◦ybc⇒ Idy) ⇒ R◦xad) ⇒ ∀d(∀y(R◦yab⇒ Idy) ⇒ R◦xdc).

The inclusion of relations (26) can be translated in the language of ALBA as follows: let ϕ := z ◦ (y ◦ v)
and ϕ′ := (z ◦ y) ◦ v. Then Rϕ = R◦ ;I (J,R◦) and Rϕ′ = R◦ ;I (R◦, J); hence,

R◦ ;I (J,R◦) ⊆ R◦ ;I (R◦, J)

iff x ∈ (R◦ ;I (J,R◦))
(0)[a, b, c] ⇒ x ∈ (R◦ ;I (R◦, J))

(0)[a, b, c]
iff ϕ(ja, jb, jc) ≤ mx ⇒ ϕ′(ja, jb, jc) ≤ mx

iff ja ◦ (jb ◦ jc) ≤ mx ⇒ (ja ◦ jb) ◦ jc ≤ mx

iff (ja ◦ jb) ◦ jc ≤ ja ◦ (jb ◦ jc),

which is, again, equivalent to the LE-inequality (a ◦ b) ◦ c ≤ (a ◦ b) ◦ c.

Axiom K. Let LLE be s.t. F = ∅ and G = {�, \}. The inclusion of relations

R� ;I (R\ ;I (R�, I)) ⊆ R\ ;I (J,R�) (27)

can be expressed in the first order language of polarity-based LLE-frames as follows:

R� ;I (R\ ;I (R�, I)) ⊆ R\ ;I (J,R�)

iff a ∈ (R� ;I (R\ ;I (R�, I)))
(0)[b, x] ⇒ a ∈ (R\ ;I (J,R�))

(0)[b, x]

iff a ∈ R
(0)
�

[(R\ ;I (R�, I))
(0)[b, x]↑] ⇒ a ∈ R

(0)
\ [J (0)[b]↓, R

(0)
�

[x]↑]

iff a ∈ R
(0)
�

[R
(0)
\ [R

(0)
� [b]↓, x↓↑]↑] ⇒ a ∈ R

(0)
\ [b↑↓, R

(0)
�

[x]↑]

iff ∀y(y ∈ R
(0)
\ [R

(0)
� [b]↓, x↓↑]↑ ⇒ R�ay) ⇒ ∀y(y ∈ R

(0)
�

[x]↑ ⇒ R\aby)

iff ∀y(∀c(c ∈ R
(0)
\ [R

(0)
� [b]↓, x↓↑] ⇒ Icy) ⇒ R�ay) ⇒ ∀y(∀c(c ∈ R

(0)
�

[x] ⇒ Icy) ⇒ R\aby)

iff ∀y(∀c(∀d(d ∈ R
(0)
� [b]↓ ⇒ R\cdx) ⇒ Icy) ⇒ R�ay) ⇒ ∀y(∀c(R�cx⇒ Icy) ⇒ R\aby)

iff ∀y(∀c(∀d(∀z(R�zb⇒ Icz) ⇒ R\cdx) ⇒ Icy) ⇒ R�ay) ⇒ ∀y(∀c(R�cx⇒ Icy) ⇒ R\aby).

This inclusion of relations can also be translated as a pure LFO
LE -quasi-inequality. Indeed, let ψ := �(�u\v)

and ψ′ := u\�v. Then, Rψ = R� ;I (R\ ;I (R�, I)), and Rψ′ = R\ ;I (J,R�); hence,

R� ;I (R\ ;I (R�, I)) ⊆ R\ ;I (J,R�)
iff a ∈ (R� ;I (R\ ;I (R�, I)))

(0)[b, x] ⇒ a ∈ (R\ ;I (J,R�))
(0)[b, x]

iff ia ≤ �(�jb\nx) ⇒ ia ≤ jb\�nx,

which satisfies Definition 5.21. By Theorem 5.8, this quasi-inequality is readily shown to be equivalent to
�(�v1\v2) ≤ v1\�v2, which, as discussed in Example 5.16, is crypto-inductive and is equivalent to

�(p\q) ≤ �p\�q. (28)

This axiom is another example of a generalized modal reduction principle, and the inclusion of relations
(27) is the lifted version of the following inclusion of relations on Kripke LLE-frames:

R\ ◦ (∆, R�) ⊆ R� ◦ (R\ ◦ (R�,∆)),

where ∆ is the identity relation, and, for any ternary relation R and binary relations S and T , (R◦(S, T ))xyz
iff ∃a∃b(Rxab & Say & Tbz). The inclusion of relations above can be rewritten as follows in the language
of distributive LLE-frames:

R\ ◦ (∆, R�) ⊆ R� ◦ (R\ ◦ (R�,∆))
iff (R\ ◦ (∆, R�))xyz ⇒ (R� ◦ (R\ ◦ (R�,∆)))xyz
iff ∃b(R\xyb & R�bz) ⇒ ∃c(R�xc & (R\ ◦ (R�,∆))cyz)
iff R\xyb & R�bz ⇒ ∃c(R�xc & ∃d(R\cdz & R�dy)).

In the setting of Kripke frames, the first order formula above can be translated in LFO
LE as follows:

jy\mb ≤ mx & �mz ≤ mb ⇒ ∃mc∃jd(�mc ≤ mx & jd\mz ≤ mc & jd ≤ �jy).
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By the complete join (resp. meet) primeness of the completely join (resp. meet) irreducibles in the distribu-
tive setting, the quasi-inequality above can be rewritten as follows (see Section 2 and [7, Lemma 44]):

jy\mb ≤ mx & �mz ≤ mb ⇒ ∃mc∃jd(�mc ≤ mx & jd\mz ≤ mc & jd ≤ �jy)
iff jy\�mz ≤ mx ⇒ ∃mc∃jd(�mc ≤ mx & jd\mz ≤ mc & jd ≤ �jy)
iff jy\�mz ≤ mx ⇒ ∃mc(�mc ≤ mx & �jy\mz ≤ mc)
iff jy\�mz ≤ mx ⇒ �(�jy\mz) ≤ mx

iff �(�jy\mz) ≤ jy\�mz.
The pure inequality above is identical to the one obtained in the polarity-based setting, and as discussed in
Example 5.16, it is equivalent to (28).

7.2 Dunn and Fischer Servi axioms

Consider the distributive setting of intuitionistic modal logic, where F = {♦,∧} and G = {�,→,∨}, and
the non-distributive setting of substructural modal logic, where F = {♦} and G = {�, \}. Relational frames
are partially ordered sets X = (W,≤) endowed with binary relations R� and R♦ such that ≤ ◦R�◦ ≤ ⊆ R�

and ≥ ◦R♦◦ ≥ ⊆ R♦. In this semantics, nominals (resp. conominals) correspond to principal up-sets (resp.
complements of principal down-sets); therefore, in what follows, we will index nominals and conominals
with individual variables of the frame correspondence language to facilitate the translation. Also, recall
that, in perfect distributive algebras, completely join-irreducibles and completely meet irreducible elements
are order isomorphic to each other via the assignments j 7→

∨
{i | j � i} and m 7→

∧
{n | n � m}. We

will assign the same index to nominals and conominals corresponding to each other via these assignments.
With this notation in place, pure inequalities can be translated to first order formulas as follows:

jx ≤ jy
i.e. ↑x ⊆ ↑y
iff y ≤ x

jx ≤ ♦jy
i.e. ↑x ⊆ R−1

♦ [↑y]
iff R♦xy

�mx ≤ my

i.e. ↓y ⊆ R−1
�

[↓x]
iff R�yx

jx ≤ �jy
iff R�xy
iff R�yx.

Consider now the following first order formula (where all variables are universally quantified)

R♦zx & y ≤ w & z ≤ w ⇒ ∃t(R♦wt & x ≤ t & R�yt)
i.e. jz ≤ ♦jx & jw ≤ jy & jw ≤ jz ⇒ ∃jt(jw ≤ ♦jt & jt ≤ jx & jt ≤ �jy)
iff jz ≤ ♦jx & jw ≤ jy ∧ jz ⇒ ∃jt(jw ≤ ♦jt & jt ≤ jx ∧ �jy)

by complete join primeness of the completely join-irreducibles, it is equivalent to

jw ≤ jy ∧ ♦jx ⇒ jw ≤ ♦(jx ∧ �jy). (29)

By residuation and the connection between nominals and conominals in the distributive setting,

jw ≤ jy ∧ ♦jx iff jy ∧ ♦jx � mw iff jy � ♦jx → mw iff ♦jx → mw ≤ my.

Hence, (29) is equivalent to the following quasi inequality:

♦jx → mw ≤ my ⇒ jw ≤ ♦(jx ∧ �jy),

which can be rewritten as the following one, which satisfies Definition 5.21.

♦(jx ∧ �jy) ≤ mw ⇒ jy ≤ ♦jx → mw (30)

Hence, by Theorem 5.22, it is equivalent to a crypto-inductive LLE-inequality computed as follows:

♦(jx ∧ �jy) ≤ mw ⇒ jy ≤ ♦jx → mw

iff jx ≤ vx & jy & ♦(vx ∧ �vy) ≤ mw ⇒ jy ≤ ♦jx → mw

iff vy ≤ ♦vx → ♦(vx ∧ �vy)

The last inequality is crypto ε-inductive for ε(vy) = 1 = ε(vx) = 1. The MVTree of the non-critical
occurrence of vx contains only vx, while that of the non-critical occurrence of vy contains �vy. Hence,
Proposition 5.15 yields

vy ≤ ♦vx → ♦(vx ∧ �vy)
iff vx ≤ p & �vy ≤ q ⇒ vy ≤ ♦vx → ♦(p ∧ q)
iff vx ≤ p & vy ≤ �q ⇒ vy ≤ ♦vx → ♦(p ∧ q)
iff �q ≤ ♦p→ ♦(p ∧ q).
iff ♦p ∧�q ≤ ♦(p ∧ q).
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If we do not consider ∧ to be part of the language, is also crypto-inductive for ε(vx) = ε(vy) = 1. The
procedure in Proposition 5.15 yields

vy ≤ ♦vx → ♦(vx ∧ �vy)
iff �vy ≤ q ⇒ vy ≤ ♦vx → ♦(vx ∧ q)
iff vx ∧ q ≤ p & �vy ≤ q ⇒ vy ≤ ♦vx → ♦p
iff vx ≤ q → p & vy ≤ �q ⇒ vy ≤ ♦vx → ♦p
iff �q ≤ ♦(q → p) → ♦p
iff ♦(q → p) ≤ �q → ♦p.

8 Conclusions

Contributions of the present paper. In the present paper, we generalize Kracht-Kikot’s inverse corre-
spondence theory from classical modal logic to arbitrary LE-logics. Just like Kracht’s theory can be regarded
as the converse of classical Sahlqvist theory, the present result can be understood as the converse of unified
correspondence theory for LE-logics: indeed, this result uniformly applies across arbitrary LE-signatures,
thanks to the fact that it is set in the algebraic environment corresponding to LE-logics, and it hinges on
the order-theoretic properties of the interpretation of the logical connectives.

Future work. A natural refinement of the present results concerns the setting of normal distributive
lattice expansions (normal DLEs), initiated in [7]. The different order-theoretic properties of this environ-
ment allow for a number of technical and methodological differences between the present setting and this
refinement. In particular, the complete primeness of the completely join- and meet-irreducible elements can
be exploited in the distributive setting, as well as the fact that the completely join- and meet-irreducibles bi-
jectively correspond to each other. These two properties allow for a finer-grained reduction of the relational
atomic constituents, and for a more straightforward translation into commonly used frame-correspondence
languages.

An open question concerns the extension of the present results to logics with fixpoints. These logics have
already been accounted for within unified correspondence [11, 9, 6], and the frame correspondence language
is a first order language with fixpoints.

Another natural open question concerns the extension of these results to non-normal logics. These logics
have also been covered by the general theory of unified correspondence [44, 43, 4]. A possible way to tackle
this problem might be via suitable embeddings into multi-type normal environments in the style of what
was done in [4].

A third natural direction concerns the relationship of the present results with the recent theory of
parametric correspondence [8], as discussed in Section 7.1. This theory establishes systematic connections
between the first order correspondents of certain axioms across different semantic settings. In particular, the
results in [8] hinge on the possibility to define relations associated with (unary) definite skeleton formulas
thanks to suitable definitions of relational compositions (which depend on different semantic settings),
and rewrite the first order correspondents of definite Sahlqvist/inductive inequalities (modal reduction
principles) in terms of inclusions of such relations. In the present paper, we have followed a very similar
strategy, based on the definition of relations associated to (non-necessarily unary) definite skeleton formulas
(see Section 6.1 and Section 6.2): the definition of inductive inverse correspondent serves as a connection
point which allows to recognize the syntactic shape, based on such relations, of the various first order
correspondents across the different semantic settings. Hence, a natural question is whether these systematic
connections can be extended to the characterization of the first order correspondents of inductive inequalities.

Finally, we noticed that the syntactic shape of inductive inverse correspondents (cf. Definition 5.5) is a
subclass of generalized geometric implications in the chosen first language. This syntactic shape has been
used in structural proof theory in the context a research program aimed at generating analytic calculi for
large classes of axiomatic extensions of classical normal modal logic [42]. In the light of this, the present
result can pave the way to the extension of these proof theoretic results to DLE and LE logics.
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A Flattening skeleton inequalities in the LE setting

In Remark 3.24, we have discussed and justified our choice to include complex skeleton formulas in the
atoms of LFO

LE , due to ease of presentation, and because they do not add more power to the usual first order
correspondence language in the setting of distributive (and classical) modal logic. In the present section, we
show how the flattening procedure can be carried on under certain circumstances even when the inequalities
of language contain at most one connective.

The flattening procedure can be applied as in the rest of Section 4.2, and Corollary 4.6 can be easily
used to flatten inequalities j ≤ ϕ and ψ ≤ m, where ϕ and ψ are positive and negative skeleton formulas
respectively. It remains to show how to flatten inequalities of shape j ≤ ϕ and ψ ≤ m, where ϕ and ψ
are negative and positive skeleton formulas respectively, which appear in antecedents of implications whose
antecedent contains j (resp. m) only once, and whose consequent contains some inequality ϕ′ ≤ ψ′ in which
j (resp. m) occurs exactly once, and ϕ′ and ψ′ are skeleton formulas. We show how to recursively flatten
inequalities j ≤ ϕ (and the similar case ψ ≤ m) when f and g connectives do not occur under the scope of
∧ and ∨ in ϕ (resp. ψ).

If ϕ is a finite meet of pure variables
∧
vi, then j ≤ ϕ iff

˘
j ≤ vi.

Consider now the case in which ϕ = g(α1, ... , αn, β1, ... , βm), where g is some connective in G whose
first n coordinates are positive, and whose last m coordinates are negative. Since ϕ′ and ψ′ are skeleton
formulas and one of them (without loss of generality ϕ′), by Corollary 4.3, it is possible to put j on display:
ϕ′ ≤ ψ′ iff j ≤ RA(ϕ′)ψ′ . Hence, since j occurs only twice in the implication

∀j(ξ & j ≤ g(α1, ... , αn, β1, ... , βm)) ⇒ j ≤ RA(ϕ′)ψ′

iff ξ ⇒ g(α1, ... , αn, β1, ... , βm) ≤ RA(ϕ′)ψ′ A dense
iff ∀n(ξ & RA(ϕ′)ψ′ ≤ n ⇒ g(α1, ... , αn, β1, ... , βm) ≤ n) A dense

iff ∀n,k,o(ξ & RA(ϕ′)ψ′ ≤ n &
˘n

i=1 αi ≤ oi &
˘m

i=1 ki ≤ βi ⇒ g(o,k) ≤ n) Corollary 4.6

iff ∀k,o(ξ &
˘n

i=1 αi ≤ oi &
˘m
i=1 ki ≤ βi ⇒ g(o,k) ≤ RA(ϕ′)ψ′) A dense

iff ∀j,k,o(ξ &
˘n

i=1 αi ≤ oi &
˘m
i=1 ki ≤ βi & j ≤ g(o,k) ⇒ j ≤ RA(ϕ′)ψ′) A dense

It is then possible to proceed on ξ and on the newly introduced inequalities ki ≤ βi (resp. αi ≤ oi) from
the last and penultimate step of the chain of equivalences above, respectively. The same argument cannot
be applied when meets and joins occur arbitrarily in ϕ and ψ, as, whenever an inequality j ≤ ϕ1 ∧ϕ2 (resp.
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ψ1 ∨ ψ2 ≤ m) is split into j ≤ ϕ1 & j ≤ ϕ2 (resp. ψ1 ≤ m & ψ2 ≤ m), there is no clear way to rewrite
the first formula above, in a shape close the third one, i.e., there is no clear way in which one can rewrite
the formula by substituting j (resp. m) with a conominal (resp. nominal) and making the inequalities in
which they occur switch sides of the meta-implication. Example A.2 shows one case in which meets and
joins make any rewriting of the formula non-obvious.

Example A.1. For instance, consider the inequality j1 ≤ (��j2 ◦ j3)/◦�♦⊲j2 which is equivalent to

∀o1,h1,h2(h1 ≤ ��j2 & h2 ≤ j3 & ∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1) ⇒ j1 ≤ (h1 ◦ h2)/◦o1),

as shown in Example 4.16. If h1 ≤ ��j2 is not considered an atom (predicate on h1 and j2), then it needs
to be further flattified as explained above: the first step is residuate the inequality on the right of the meta-
implication to put h1 on display. Therefore, j1 ≤ (h1 ◦h2)/◦o1 is equivalently rewritten as h1 ◦h2 ≤ j1/◦o1,
which is equivalent to h1 ≤ h2/◦(j1/◦o1), by residuation. Thus, the starting inequality can be rewritten as

∀o1,h1,h2(h1 ≤ ��j2 & h2 ≤ j3 & ∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1) ⇒ h1 ≤ h2/◦(j1/◦o1))
∀o1,o2,h2(h2/◦(j1/◦o1) ≤ o2 & h2 ≤ j3 & ∀h3(h3 ≤ ⊲j2 ⇒ ♦h3 ≤ o1) ⇒ ��j2 ≤ o2)

Example A.2. The inequality ((♦p ∧⊳�⊲q) ◦ p)/◦⊲p ≤ ⊲(p ◦ q) in the language of the Lambek-Grishin
calculus enriched with unary modalities is (Ω, ε)-inductive for ε(p) = 1 and ε(q) = 1, and any Ω. Corollary
4.6 yields that it is equivalent to

∀j1, j2, j3 [j1 ≤ ((♦p ∧⊳�⊲q) ◦ p)/◦⊲p & j2 ≤ p & j3 ≤ q ⇒ j1 ≤ ⊲(j2 ◦ j3)] ,

and by Lemma 4.9, its ALBA output is

∀j1, j2, j3 [j1 ≤ ((♦j2 ∧⊳�⊲j3) ◦ j2)/◦⊲j2 ⇒ j1 ≤ ⊲(j2 ◦ j3)] .

The usual flattification process on j1 ≤ ((♦j2 ∧⊳�⊲j3) ◦ j2)/◦⊲j2 yields

j1 ≤ ((♦j2 ∧⊳�⊲j3) ◦ j2)/◦⊲j2
iff ∀o1,h1(⊲j2 ≤ o1 & h1 ≤ ♦j2 ∧⊳�⊲j3 ⇒ j1 ≤ (h1 ◦ j2)/◦o1)
iff ∀o1,h1(⊲j2 ≤ o1 & h1 ≤ ♦j2 & h1 ≤ ⊳�⊲j3 ⇒ j1 ≤ (h1 ◦ j2)/◦o1)

If h1 ≤ ⊳�⊲j3 is not considered an atom (predicate on j3 and o1), then it needs to be further flattified
as explained above: the first step is residuate the inequality on the right of the meta-implication to put h1

on display. Therefore, j1 ≤ (h1 ◦ j2)/◦o1 is equivalently rewritten as h1 ◦ j2 ≤ j1/◦o1, which is equivalent to
h1 ≤ j2/◦(j1/◦o1), by residuation. Thus, j1 ≤ ((♦j2 ∧⊳�⊲j3) ◦ j2)/◦⊲j2 can be rewritten as

∀o1,h1(⊲j2 ≤ o1 & h1 ≤ ♦j2 & h1 ≤ ⊳�⊲j3 ⇒ h1 ≤ j2/◦(j1/◦o1)).

There is no clear way in which it is possible to make the inequality h1 ≤ j2/◦(j1/◦o1) switch position with
⊲j2 ≤ o1 & h1 ≤ ♦j2 & h1 ≤ ⊳�⊲j3, unless the two inequalities in the antecedent are merged again.

38


	Introduction
	Informal illustration of the `inverse correspondence' procedure
	Preliminaries
	Lattice expansion logics
	Canonical extensions of lattice expansions
	Refined inductive inequalities
	The language of ALBA
	Geometric implications

	ALBA outputs as generalized geometric implications
	ALBA correspondence
	ALBA outputs flattened to generalized geometric implications

	Inverse ALBA for LEs
	Pre-inverse correspondent
	Crypto-inductive inequalities

	Instantiation to specific semantic settings
	Kripke semantics
	Polarity based semantics

	More examples
	Correspondents of generalized modal reduction principles
	Dunn and Fischer Servi axioms

	Conclusions
	Flattening skeleton inequalities in the LE setting

