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Abstract

Graph augmentation has received great attention
in recent years for graph contrastive learning
(GCL) to learn well-generalized node/graph rep-
resentations. However, mainstream GCL methods
often favor randomly disrupting graphs for aug-
mentation, which shows limited generalization
and inevitably leads to the corruption of high-
level graph information, i.e., the graph commu-
nity. Moreover, current knowledge-based graph
augmentation methods can only focus on either
topology or node features, causing the model to
lack robustness against various types of noise. To
address these limitations, this research investi-
gated the role of the graph community in graph
augmentation and figured out its crucial advan-
tage for learnable graph augmentation. Based
on our observations, we propose a community-
invariant GCL framework to maintain graph com-
munity structure during learnable graph augmen-
tation. By maximizing the spectral changes, this
framework unifies the constraints of both topology
and feature augmentation, enhancing the model’s
robustness. Empirical evidence on 21 bench-
mark datasets demonstrates the exclusive merits
of our framework. Code is released on Github
[https://github.com/CI-GCL.git].

1. Introduction

Graph representation learning on graph-structured data,
such as molecules and social networks, has become one
of the hottest topics in Al (Cao et al., 2023). Typical
GNNs (Kipf & Welling, 2017) require large-scale task-
specific labels, which are expensive and labor-intensive to
collect. To alleviate this, graph contrastive learning (GCL)
has been proposed as one of the most successful graph rep-
resentation learning methods, drawing a lot of attention (Li
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et al., 2022b). The main goal of GCL is to maximize the
agreement of node representations between two augmented
views to capture graph invariance information (Tian et al.,
2020). Among various GCL variations, effective graph aug-
mentation turns out to be the bread and butter for achieving
success (Wei et al., 2023). Early studies almost adopt ran-
dom graph augmentation, such as randomly dropping edges
or masking features (You et al., 2020). Researchers also
attempt to incorporate expert knowledge to guide graph
augmentation. For instance, GCA (Zhu et al., 2021) and
MoCL (Sun et al., 2021) use network science or biomedical
knowledge to constrain edge dropping probabilities. How-
ever, such random or knowledge-based graph augmentations
are sensitive to different datasets (Shen et al., 2023) and may
yield suboptimal performance (Yin et al., 2022).

To achieve better generalization and globally optimal perfor-
mance, learnable graph augmentation is proposed to auto-
matically disrupt redundant information as much as possible
to share minimal yet sufficient core information between
augmented views (Tong et al., 2021; Suresh et al., 2021).
Although they have achieved great success, there still re-
main two open challenges worth exploring. (1) Community
structure plays a crucial role in various downstream tasks,
such as node classification and link prediction (Li et al.,
2022a; Chen et al., 2023b). However, current GCL methods
often randomly disrupt graphs during graph augmentation,
which inevitably leads to the corruption of high-level graph
information (i.e., community) and limits the generaliza-
tion (Chiplunkar et al., 2018). (2) Current constraints em-
ployed in learnable graph augmentation methods primarily
focus either on topology or node features (Li et al., 2022b).
For instance, GAME (Wei et al., 2023) and GCL-SPAN (Lin
et al., 2023) use spectrum-based constraints for topology
augmentation. Due to the asymmetry of the feature matrix,
their methods cannot be extended to feature augmentation.
On the other hand, COSTA (Zhang et al., 2022) designs a
covariance-preserving constraint for feature augmentation,
which, however, lacks effectiveness in topology augmenta-
tion. By solely focusing on one type of graph augmentation
(topology or feature), models may not fully exploit all avail-
able information and lack robustness against different types
of noise (Liu et al., 2022b).

To solve the aforementioned issues, we propose a general
learnable Community-Invariant GCL framework (CI-GCL),
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which unifies constraints from both topology and feature
augmentation to maintain CI for learnable graph augmenta-
tion. Specifically, when considering topology augmentation
with a certain degree of disruption, we observe a nearly neg-
ative correlation between community and spectral changes
(see Sec 4.1). Therefore, to maximize the topology pertur-
bation while ensuring community invariance, we can simply
maximize graph spectral changes during topology augmen-
tation. To extend our CI constraint to feature augmentation,
we convert the feature matrix into a symmetric bipartite
feature matrix based on the bipartite graph co-clustering
technique (Zhang et al., 2023). This approach converts fea-
ture augmentation into bipartite feature augmentation, while
elucidating the importance of features in maintaining com-
munity structure. For bipartite feature augmentation, we
also observed a negative relationship between community
and spectral changes, which is consistent with topology aug-
mentation. This motivates us to apply our CI constraint to
feature augmentation by maximizing graph spectral changes
during bipartite feature augmentation. To summarize, the
contributions of this research are:

* We propose a learnable CI-GCL framework to automat-
ically maintain CI during graph augmentation by max-
imizing spectral change loss, improving the model’s
downstream performances.

* We theoretically show that the proposed CI constraint
can be applied to both topology and feature augmenta-
tion, enhancing the model’s robustness.

* Experiments on 21 widely used benchmarks demon-
strate the effectiveness and robustness of CI-GCL.

Table 1. Graph augmentation (Aug.) method comparison. An ideal
method should support both topology and node feature augmenta-
tion, be adaptive to different datasets, be end-to-end differentiable
and have efficient back-propagation (BP), and be CI and have uni-
fied constraints for any augmentation to against various noise.

Random or Constraint Learnable Graph Augmentation

Property GraphCL JOAO GCA AutoGCL AD-GCL GCL-SPAN Ours
Topology Aug. v v v v v v v
Feature Aug. v v v v - - v
Adaptive - v v v v v v
Differentiable - - v v - v
Efficient BP - v v - v
Community - - - - v
Unified Constraint - - - - - v

2. Related Work

As an effective self-supervised learning paradigm, con-
trastive learning has achieved great success to learn text
or image representations (Chen et al., 2020; Zhang et al.,
2020). DGI (Velickovic et al., 2019) first adopted con-
trastive learning to learn robust graph representations that

are invariant to various noise and operations. However,
different from Euclidean or sequential data, graphs are ir-
regular non-Euclidean data and sensitive to minor structural
augmentation (Shen et al., 2023), resulting in learned graph
representations being ineffective. Given that among many
GCL variations, graph augmentation shows its crucial ad-
vantage for graph representation learning, many studies
attempted to investigate effective graph augmentation for
GCL. Prior GCL almost adopts random graph augmenta-
tion. For example, GRACE (Zhu et al., 2020) firstly uses
random edge dropping and feature masking as graph aug-
mentations. After that, GraphCL (You et al., 2020) gives
an extensive study on different combinations of graph aug-
mentations including randomly node dropping, edge pertur-
bation, subgraph sampling, and feature masking. To make
GraphCL more flexible, JOAO (You et al., 2021) automat-
ically selects the combination of different random graph
augmentations. Due to the limited generalization of random
augmentation, researchers start to incorporate expert knowl-
edge as constraints for graph augmentation. For instance,
Duan et al. (2022) and GraphAug (Luo et al., 2023) employ
label-invariance between original and augmented views as
constraints, which achieves great success in the graph-level
classification task.

Recent GCL focuses on fully parameterizing graph aug-
mentation for utilizing learnable graph augmentation to au-
tomatically determine how to disrupt graphs (Chen et al.,
2023a). For example, AutoGCL (Yin et al., 2022) and AD-
GCL (Suresh et al., 2021) build a learnable graph generator
that learns a probability distribution to help adaptively drop
nodes and mask features. CGI (Wei et al., 2022) introduces
the Information Bottleneck theory into GCL to remove unim-
portant nodes and edges between two augmented graphs by
minimizing shared mutual information. GAME (Liu et al.,
2022a) and GCL-SPAN (Lin et al., 2023) explore graph aug-
mentation in spectral space, by maximizing spectral changes
of high-frequency or all components to automatically drop
edges. AdaGCL (Jiang et al., 2023) and GACN (Wu et al.,
2023a) design graph generators and discriminators to auto-
matically augment graphs in an adversarial style.

Compared with previous studies, we are the first to point out
the importance of community invariance for graph augmen-
tation and propose a unified CI constraint for both topology
and feature augmentation by simply maximizing spectral
changes. Detailed comparisons are listed in Table 1.

3. Preliminary

Let G = (X, A) be a graph with n nodes and m edges,
where X € R™*¢ describes node features and A €
{0,1}™*™ denotes an adjacency matrix with A;; = 1 if
an edge exists between node 4 and j, otherwise A;; = 0.
The normalized Laplacian matrix is defined as Lyom =
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Lap(A) = I, — D-/2AD~'/2, where I,, € R™*" is an
identity matrix, D = diag (A1,,) is the diagonal degree
matrix with 1,, € R™ being an all-one vector.

Graph Spectrum. The spectral decomposition of Ly, is
defined as Lyom = Lap(A) = UAUT, where the diagonal
matrix A = eig (Lap (A)) = diag (A1,...,\,) consists
of real eigenvalues known as graph spectrum, and U =
[ui,...,u,] € R™ ™ are the corresponding orthonormal
eigenvectors known as the spectral bases (Gene et al., 2013).

Graph Representation Learning. Let G denote the whole
graph space with G € G. Graph representation learning
aims to train an encoder fy(-) : G — R™*4 to obtain
node representations. Then, it trains a readout function
() : R"*4 — R¥ by pooling all node representations to
obtain a low-dimensional vector for graph GG, which can be
used in graph-level tasks.

Graph Contrastive Learning. GCL trains the encoder
fo(+) to capture the maximum mutual information between
the original graph and its perturbed view by graph augmen-
tation. Formally, letting 77 (G) and T>(G) denote two graph
augmentation distributions of GG, GCL is defined as follows:

Iglid)n LaocL(t1(G), t2(G), 0, 9), (D

where ¢, (G) ~ T,,(G) with m € {1,2} and L, mea-
sure the disagreement between two augmented graphs.
4. Methodology

We first show the importance of community invariance in
GCL with preliminary analysis. Then, we introduce the de-
tails of our methodology CI-GCL as illustrated by Figure 2.

4.1. Preliminary Analysis
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Figure 1. In unsupervised graph classification, we define commu-
nity changes as the average ratio of the changed community labels
over the number of nodes before and after graph augmentation by
spectral clustering. Spectral changes are the eigenvalue changes
between original and augmented graphs, using the Lo distance.

Preserving community structure is crucial for learnable
graph augmentation, i.e., perturbing a constrained number
of edges or features that have least impact to community

changes of the input graph. To show the benefits of preserv-
ing communities, we conduct a preliminary experiment by
applying GraphCL (unlearnable graph augmentation) and
AD-GCL (learnable graph augmentation) on the IMDB-B
dataset. Specifically, we design the following four methods:
(1) AD-GCL with uniformly edge dropping; (2) GraphCL
with uniformly edge dropping; (3) GraphCL+Cluster aug-
mentation that removes edges between different clusters
with a higher probability; (4) GraphCL+Destroy augmen-
tation that removes edges within the same cluster with a
higher probability. Note that (3) preserves community struc-
ture, while (4) tends to disrupt community structure, as
indicated by recent studies (Chiplunkar et al., 2018; Lin
et al., 2022). We plot the accuracy for unsupervised graph
classification as Figure 1(a) and the community changes
as (b). From Figure 1(a-b), we can observe: (1) Methods’
performance generally exhibits a nearly negative correlation
with their community changes (i.e., less cluster changes
yield higher accuracy); (2) AD-GCL outperforms GraphCL
but underperforms GraphCL+Cluster. All these indicate
preserving the community structure yields better results.
Moreover, we also draw the spectral changes as Figure 1(c),
as graph spectrum can reflect high-level graph structural
information (Spielman, 2012; Lee et al., 2014). Through
Figure 1(b-c), we can see that spectral changes are almost
negatively correlated with community changes. That is to
say, we can preserve community invariance during graph
augmentation by maximizing spectral changes, based on
which we expand on our methodology as follows.

4.2. Community-Invariant Graph Augmentation

Topology Augmentation. We conduct edge perturbation
and node dropping operations as our topology augmenta-
tion. For edge perturbation, we define T3 (G) as a Bernoulli
distribution Bern(PfF) for each edge A;;. Then, we can
sample the edge perturbation matrices AEP € {0, 1}7*",
where A;; ~ Bern (P, jp) indicates whether to flip the edge
between nodes i and j. The edge is flipped if A}Y = 1;
otherwise, it remains unchanged. A sampled augmented
graph by edge augmentation can be formulated as:

tEP(G)= A+ CoAFP, C=A°— A, )

where o denotes an element-wise product and A€ represents
the complement matrix of A, calculatedas A = J—1I,—A,
where J denotes an all-one matrix. Thus, C € {—1,1}"*"
denotes all edge flipping operations, i.e., an edge is added
between nodes ¢ and j if C;; = 1, and removed if C;; = —1.

However, Eq.(2) cannot be directly applied to learnable
graph augmentation, since Bernoulli sampling is non-
differentiable. Inspired by Jang et al. (2017), we soften
it from the discrete Bernoulli distribution space to the con-
tinuous space with a range AJY € (0,1)"*" using Gumbel-
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Figure 2. The proposed CI-GCL consists of two core components: (1) Learnable graph augmenter optimizes T, (G) to disrupt redundant
information while ensuring community invariance from the original graph. (2) The GNN encoder fy(-) and Readout r4(-) maximize the
mutual information between two augmented graphs by contrastive loss. We use edge dropping and feature masking as an instantiation.

Softmax, which can be formulated as:

Afj*.’( ) = Softmax((log(PEp) +€)/7), )
P} = Sigmoid(MLPs(Concat(e;, €;))),  (4)

where P(F controls whether to flip edge A;;, MLPs are
multilayer perceptions, e; is the i-th node representa-
tion, Concat(+, -) denotes the concatenation operation, ¢ ~
Gumbel(0,1),' and 7 is the temperature factor that con-
trols the approximation degree for the discrete categori-
cal distributions. 7 > 0 results in a well-defined gradient

OALT JOPL, facilitating efficient optimization.

Node dropping can be considered as a type of edge dropping,
i.e., removing all edges connected to this node. Thus, node
dropping can be formulated similarly to Eq.(2) as:

tP(G) = A + (—A) o ANP. )

where ANP can be calculated by:
AN = (@1, + (2N 1,) 1) /2, (6)
UNP (¢) = Softmax((log(P°) + €)/7), ™)
P = Sigmoid(MLPs(e;)). 8)

(EP,ND) Q)

We combine ¢ as topology augmentation 1 (G).

CI-based Topology Augmentation. Inspired by the find-
ings in Sec 4.1, we aim to optimize A by simultaneously
maximizing graph disruption while minimizing community
changes for learnable topology augmentation in Egs.(2,5).
Based on the matrix perturbation theory (Bojchevski &
Gilinnemann, 2019), we have the following definition.

Definition 1. Let \; denote the k-th eigenvalue of the spec-
tral decomposition of Lap(A) = UAU . For a single edge

'"The Gumbel (0, 1) distribution can be sampled by calculating
e = —log(—log(u)) with u ~ Uniform(0, 1) (Jang et al., 2017).

perturbation A;;, it induces absolute changes in eigenval-

ues given by >-'; [ANe| = 370, [(Uik = Uji)* + (A —
(U +U fk) |, and A\ denotes the k-th spectral change.

When optimizing >, _, |AXg| in Definition 1, we argue
that maintaining community invariance requires a catego-
rized discussion on edge adding and edge dropping.

Theorem 1. The absolute spectral changes > _, |A).] are
upper bounded by | U;. — Uj. ||§—|—ZZ:1 |Ar —1| and lower
bounded by ||U;. — Uj.||§ — > p_1 | Ak — 1], respectively.
Here, U;. represents the i-th row vector of U, denoting the
i-th node embedding in the spectral space.

According to Theorem 1, maximizing spectral changes
equates to maximizing their upper bound, i.e., flipping sev-
eral edges between nodes with largest distances in spectral
space. Shi & Malik (1997) states that node representations
with larger distances always belong to different communi-
ties. Thus, we can maximize spectral changes during the
edge dropping to preserve community invariance. How-
ever, we cannot conduct edge adding since adding edges
between clusters always disrupts communities (Zhu et al.,
2023). Conversely, minimizing spectral changes equates to
minimizing their lower bound, i.e., flipping several edges be-
tween nodes with lowest distances, where nodes with lower
distances always belong to the same cluster. Thus, we can
minimize spectral changes during the edge adding, instead
of edge dropping, since dropping edges within one cluster
will disrupt communities (Zhu et al., 2023). We formulate
the CI constraint for edge perturbation by jointly optimizing
edge dropping and adding as follows:

AED AFA ¢S EEP(AEP) - L:ED(AED)

Lep(AP) = ||eig(Lap(A — A o A™P)) — eig(Lap(A))|3,
Lea(APY) = |leig(Lap(A + A° o A™)) —eig(Lap(A))||3,

max

— Lea(A®Y), )
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where S = {S|S € [0,1]"*™,||S|]1 < %}, ¥ controls the
perturbation strength, and £(A) represents graph spectral
changes under different augmented operations.

Node dropping can be considered as one type of ED, which
can be constrained by community invariance by:

max |leig(Lap(A — A o ANP)) —eig(Lap(A))||3. (10)
ANPeS
By jointly optimizing Eqs.(9,10), we can maximize topology
perturbation while maintaining community invariance.

Feature Augmentation. Similar to topology augmentation,
we define T5(G) as a Bernoulli distribution Bern(Pj™) for
each feature X;;. Then, we can sample feature masking
matrix ATM ~ Bern(PM), indicating whether to mask
the corresponding feature. A sampled augmented graph by
feature masking can be formulated as:

tEM(G) =X + (-X) o A™, (an
CI-based Feature Augmentation. Different from topology
augmentation, X € R™*? is an asymmetric matrix lacking
spectral decomposition. Theorem 1 is not applicable to
feature augmentation. Moreover, discerning which feature
has the least impact on community changes is challenging.
Inspired by the co-clustering of bipartite graph (Nie et al.,
2017), which can determine the importance of features for
node clustering, we construct the feature bipartite graph as:
X = [)?T ﬂ (12)
(n+d) x (n+d),
where the first n rows of X denote the original nodes, while
the subsequent d rows serve to represent features as feature
nodes. Then, X;;, where i € {1,---n} and j € {(n +
1),-++,(n+ d)}, can be interpreted as the linking weight
between i-th node with j-th feature.

Theorem 2. Let the singular value decomposition of the
feature matrix X be denoted as svd(D,, 1 XD, Y 2) =
UA;VT where D, and D,, are the degree matrices of X
and X T, and U and V represent the left and right singular
vectors, respectively. Then, eig(Lap(X)) = FAF " where
the k-th smallest eigenvector F ., is equal to the concatena-
tion of k-th largest singular vectors: F.;, = [U.x; V £].

According to Theorem 2 and findings from Nie et al. (2017),
if we can maintain community invariance of X, community
structure will also be preserved in X. Hence, we investigate
the community-invariant constraint in X.

Theorem 3. Let A denote the k-th smallest eigenvalue of
A>. When masking one feature X;;, the induced spectral
changes are given by X as E”J”d [ANg| = Zif [(Fi —
Fip)? + (Mg — 1)(F2, ka)| which are upper bounded
by [|[Fs. — Fy |3 + 57541 — M| where i € {1,..,n} and
je{ln+ ) ,(n+d)}, Fy. is the i-th row vector of F.

Based on Theorem 3, maximizing spectral changes in X
under a constrained number of perturbation equals find-
ing several largest embedding distances between nodes and
feature nodes, i.e., these features have the least impact on
community changes for these nodes (Zhang et al., 2023).
Thus, CI constraint for feature augmentation Lry(A™)
can be formulated as follows:

5{ ° AFM)

max_|eig(Lap(X — eig(Lap(X)))[|3. (13)
AMecS

Finally, we parameterize A™ and ensure its differentiabil-
ity in the feature augmentation, formulated as follows:

AZM( ) = Softmax((log(PFM) +¢)/7), (14)
= S1gm01d(MLPs(C0ncat(U.7;, \7])))

CI-GCL. As shown in Figure 2, we instantiate a graph con-
trastive learning framework with the proposed community-
invariant constraint, namely CI-GCL. Specifically, we first
conduct spectral decomposition on the adjacent matrix and
feature bipartite matrix to obtain node and feature represen-
tations. Then, we consider these node and feature repre-
sentations as input of MLPs for both topology and feature
augmentation, where we randomly initialize the parame-
ters of MLPs. For each iteration of contrastive learning,
we sample two augmented graphs by topology augmenta-
tion and feature augmentation. The augmented graphs are
then fed into a GCN encoder fy(-), which outputs two sets
of node representations. A readout pooling function 74(-)
is applied to aggregate and transform the node representa-
tions and obtain graph representations z(!), z(2), Following
GraphCL (You et al., 2020), given training graphs G, we use
contrastive objective Lgcr, which can be defined as:

Iéli(bn EGCL (tl (G) 7t2 (G) 797 ¢) (15)

)

N |g§<

where 75 is the temperature parameter, and we conduct
minibatch optimization for Eq.(15) in our study.

2
e 1n,¢nexp(51m(zn , El,)

exp(51m(zn ,Zn /T ) )
)/72)

4.3. Optimization and Scalability

Optimization. Eqs.(9,10,13) are jointly optimized via pro-
jected gradient descent. Taking A™ in Eq.(13) as an exam-
ple, we can update the parameters A™ as

AM = Ps (AR —nVEm (ARL))), (16)
where Ps(A) = arg minges ||S — A||% is defined as one

projection operation at A over the constraint set S and n; >
0 is the learning rate for the ¢-th updating step. The gradient
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Table 2. Unsupervised representation learning classification accuracy (%) on TU Datasets. Bold denotes the best performance, and
underline represents the second best performance. * marks the reproduced results of the corresponding baselines by us.

Method [ NCIIT PROTEINST DD MUTAG T COLLAB] RDT-B{ RDT-M5K{ IMDB-BT]Avg T
InfoGraph | 76.20£1.0 7444103 72.85E1.7 89.01£1.1 70.65L1.1 82.50L1.4 53.46L1.0 73.03£038 | 74.02
GraphCL 7787404 7439404  78.62+04 86.80+13 713611 89.532£0.8 5599403  71.14£0.4 | 75.71
MVGRL 76.64£03  74.0240.3 7520404 75.40+7.8 73.10£0.6 82.00£1.1 51.87+0.6 63.60+£4.2 | 71.48
JOAO 78.07£04  7455£04  77.3240.5 87.35£1.0 69.5020.3 8529414 55.74+0.6 70.21£3.0 | 74.75
SEGA 79.00+£0.7  76.01£04  78.76+0.6 90.21+0.7 74.1240.5 90.2140.7 56.13+0.3  73.58£0.4 | 77.25
GCS#* 77.18+£03 74.04£04 7628403 88.1940.9 74.00£04 865003 56.30+£0.3 72.90£0.5 | 75.64
GCL-SPAN | 75.43+0.4  75.78+£0.4  78.7840.5 85.0040.8 71.40+0.5 86.50+£0.1 54.10£0.5 66.00+0.7 | 74.12
AD-GCL#%  |73.3840.5 73.5940.7 75.10:0.4 89.70£1.0 72.50+0.6 85.520.8 54.914+04 71.50+0.6 | 74.53
AutoGCL#%  [78.3240.5 69.7310.4  75.75+0.6 85.15+1.1 7140407 86.60+£1.5 5571402 72.00+0.4 | 74.33
CI+AD-GCL | 74.3550.5 74.6620.6 762004 89.8810.7 7394103 8780L1.2 54.7550.6 72.10£03 | 75.46
CI+AutoGCL | 78.47+0.7  70.814£0.5 76.53+0.6 86.73+1.0 7224409 87.50+£1.4 5597402 72.50+0.3 | 75.09
CI-GCL 80.50L0.5 76.5020.1 79.6310.3 89.67100 74.4010.6 90.8010.5 56.57:0.3 73.85L0.8 | 77.74

VEFM(AEV[_ 1)) can be calculated via a chain rule, with a
closed-form gradient over eigenvalues, i.e., for Lyom =
Lap(A + C o A™) the derivatives of its k-th eigenvalue
Ak is ON/OLporm = U, U (Rogers, 1970).

Scalability. Due to the eigendecomposition, the time com-
plexity of optimizing Egs.(9,10) is O(Mn?) with M repre-
senting the number of iterations, due to the eigendecom-
position, which is prohibitively expensive for large graphs.
To reduce the computational cost, instead of conducting
eigendecomposition on the full graph spectrum, we employ
selective eigendecomposition on the K lowest eigenvalues
via the Lanczos Algorithm (Parlett & Scott, 1979), which
can reduce time complexity to O(Mn?K). Similarly, we
can use Truncated SVD (Halko et al., 2011) to obtain the
K highest eigenvalues of X and then concatenate them as
approximate for eigendecomposition of X, thereby reducing
time complexity from O(M(n+d)*) to O(Mnlog K).

5. Experiments

In our general experimental settings, we use GIN (Xu et al.,
2019) as the base encoder for all baselines to ensure a fair
comparison. Each experiment is repeated 10 times with
different random seeds, and we report the mean and standard
derivation of the corresponding evaluation metrics. We
select several best-performing baselines for comparison,
including classic GCL methods, such as MVGRL (Hassani
& Ahmadi, 2020), InfoGraph (Sun et al., 2020), GraphCL,
and JOAO, as well as GCL methods with learnable graph
augmentation, such as SEGA (Wu et al., 2023b), GCS (Wei
et al., 2023), GCL-SPAN, AD-GCL, and AutoGCL.

5.1. Quantitative Evaluation

5.1.1. COMPARISON WITH STATE-OF-THE-ARTS

To comprehensively demonstrate the effectiveness and gen-
eralizability of CI-GCL, following previous studies (Yin
et al., 2022), we perform evaluations for graph classification

and regression under three different experimental settings:
unsupervised, semi-supervised, and transfer learning.

Table 3. RMSE for unsupervised graph regression.

Method | molesol | mollipo | molfreesolv | [ Avg. |
InfoGraph |1.3444-0.18 1.005£0.02 10.00£4.82 | 4.118
GraphCL 1.27240.09 0.910+0.02 7.67942.75 | 3.287
MVGRL 1.433+£0.15 0.9624+0.04 9.0244+1.98 | 3.806
JOAO 1.2854+0.12 0.865+0.03 5.131+0.72 | 2.427
GCL-SPAN | 1.21840.05 0.802+0.02 4.531+£0.46 | 2.184
AD-GCL 1.21740.09 0.842+0.03 5.150+0.62 | 2.403
CI-GCL 1.130+0.13 0.816+0.03 2.873+0.32 | 1.606

Unsupervised Learning. We first train graph encoders
(i.e., GIN) separately for each of the GCL baselines using
unlabeled data. Then, we fix parameters of these models
and train an SVM classifier using labeled data. We use TU
datasets (Morris et al., 2020) and OGB datasets (Hu et al.,
2020a) to evaluate graph classification and regression, re-
spectively. We adopt the provided data split for the OGB
datasets and use 10-fold cross-validation for the TU datasets
as it lacks such a split. Table 2 shows the performance on
graph classification and Table 3 draws the performance on
graph regression. In these tables, CI-GCL achieves the best
results on 9 datasets and competitive results on the MUTAG
and mollipo datasets. Specifically, CI-GCL achieves the
highest averaged accuracy in graph classification (77.74%)
and the lowest RMSE in graph regression (1.606), surpass-
ing SOTA classification methods, such as SEGA (77.25%),
GraphCL (75.71%), as well as SOTA regression methods,
such as GCL-SPAN (2.184) and AD-GCL (2.403).

Semi-Supervised Learning. Following GraphCL, we em-
ploy 10-fold cross validation on each TU datasets using
ResGCN (Pei et al., 2021) as the classifier. For each fold,
different from the unsupervised learning setting, we only
use 10% as labeled training data and 10% as labeled testing
data for graph classification. As shown in Table 4, CI-GCL
achieves highest averaged accuracy (74.0%) compared with
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Table 4. Accuracy (%) for 10% labeled semi-supervised graph classification.

Method NCI1 1t PROTEINS 1 DD 1 COLLAB{ RDT-B1T RDT-M5K1 GITHUB 1 | Avg. 1
No Pre-train | 73.72+0.2 70.40£1.5 73.56+04  73.71+£0.3  86.63+0.3 51.33+£0.4 60.87+0.2 70.0
GraphCL 74.631+0.3 74.17+0.3 76.17+£1.4  74.23+£0.2  89.114+0.2 52.55+0.5 65.811+0.8 72.3
JOAO 74.48+0.3 72.13£0.9 75.69+0.7  75.30+0.3  88.14+0.3 52.83+0.5 65.00£0.3 71.9
SEGA 75.094+0.2 74.651+0.5 76.33+£0.4  75.18£0.2  89.40+0.2 53.734+0.3 66.0110.7 72.9
AD-GCL 75.18+0.4 73.96£0.5 7791+£0.7  75.82+0.3  90.10£0.2 53.49+0.3 65.89+0.6 73.1
AutoGCL 67.81+1.6 75.03+3.5 77.50+4.4  77.16£1.5  79.20+3.5 4991+2.7 58.91%1.5 69.3
CI-GCL 75.86+0.8 76.28+0.3 78.01+£0.9  77.04£1.5  90.29+1.2 54.47+0.7 66.36+0.8 74.0
Table 5. ROC-AUC (%) for graph classification under transfer Learning settings.
Pre-Train ZINC 2M PPI-306K
Fine-Tune BBBP 1 Tox211 ToxCast? SIDER1 ClinToxt MUV 1 HIVT BACE 1 PPI 1 Avg. 1
No Pre-train | 65.8+4.5 74.0+0.8 63.4£0.6 57.3£1.6 58.0+44 71.84+2.5 753+19 70.1£54 | 64.8£1.0 | 66.7
MVGRL 69.0+0.5 74.54+0.6 62.6+£0.5 62.2+0.6 77.8+£2.2 73.3+14 77.1£0.6 77.2£1.0 | 68.7+£0.7 | 71.4
SEGA 719£1.1 76.7£04 65.2+£09 63.7£03 85.0£0.9 76.64+2.5 77.6+1.4 77.1£0.5| 68.7+£0.5 | 73.6
GCS# 72.540.5 744404 64.4+0.2 61.9+04 66.7+1.9 77.3+1.7 78.7+£14 82.3£0.3 | 70.3+0.5 | 72.1
GCL-SPAN | 70.0£0.7 78.0£0.5 64.2+04 64.7+£0.5 80.7£2.1 73.8409 77.840.6 79.9+0.7 | 70.0+0.8 | 73.2
AD-GCL#* 67.4+1.0 7434+0.7 63.5£0.7 60.8+£0.9 58.6+3.4 754+£1.5 759+0.9 79.0+£0.8 | 64.2+1.2 | 68.7
AutoGCL3* 72.0£0.6 755403 63.4+£04 62.5£0.6 799433 758+1.3 77.44+0.6 76.7£1.1 | 70.1£0.8 | 72.5
CI+AD-GCL | 68.4+1.1 74.5+0.9 64.0+0.8 61.4+£09 59.8+3.2 76.5+1.7 77.0+£0.9 80.0+0.8 | 653£1.1 | 69.6
CI+AutoGCL | 73.9+0.7 76.4+0.3 63.840.3 63.9+0.6 80.943.1 76.3+1.3 78.840.7 78.8+1.1 | 70.94+0.7 | 73.7
CI-GCL 74.4+19 7734+09 654£1.5 64.7£03 80.5+1.3 76.5+09 80.5+1.3 84.4+0.9 | 72.3+1.2 | 75.1

SOTA baselines SEGA (72.9%) and AD-GCL (73.1%).

Transfer Learning. To show the generalization, we con-
duct self-supervised pre-training for baselines on the pre-
processed ZINC-2M or PPI-306K dataset (Hu et al., 2020b)
for 100 epochs and then fine-tune baselines on different
downstream biochemical datasets. Table 5 shows that CI-
GCL achieves best results on 6 datasets and comparable per-
formance on the rest datasets with an averaged performance
(75.1%), comparing with SOTA baseline SEGA (73.6%).

Summary. From the above experimental results, we obtain
the following three conclusions: (1) Higher Effectiveness.
CI-GCL can achieve the best performance in three different
experimental settings, attributed to its unified community-
invariant constraint for graph augmentation. Compared to
GraphCL and MVGRL, with similar contrastive objectives,
the gain by CI-GCL mainly comes from the CI constraint
and learnable graph augmentation procedure. While com-
pared to AD-GCL and AutoGCL, with similar encoders,
CI-GCL, guided by community invariance, is clearly more
effective than the widely adopted uniformly random aug-
mentation. (2) Better Generalizability. By maximizing spec-
tral changes to minimize community changes, CI-GCL can
obtain the encoder with better generalizability and transfer-
ability. Since the encoder is pre-trained to ignore the impact
of community irrelevant information and mitigate the rela-
tionship between such information and downstream labels,
solving the overfitting issue. Furthermore, previous studies,
such as JOAO and GCL-SPAN, improve generalizability of
the GNN encoder on molecule classification by exploring

structural information like subgraph. We suggest that the
community could be another way to study chemical and
biological molecules. (3) Wider Applicability. By combing
the CI constraint with AD-GCL and AutoGCL in Table 2
and Table 5, we also see significant improvements on almost
all datasets, showing that the CI constraint could be a plug-
and-play component for any learnable GCL frameworks.

Table 6. Ablation study on unsupervised graph classification.

Method NCI1t PROTEINtT DD 1 MUTAG 71 |Avg. 1
w/o TA 78.8+0.6 74.6+0.6 77.8+0.8 86.1+£0.9| 79.3
w/o FA 79.240.4 75.1£0.2 78.1£0.3 86.3+£0.9| 79.6
w/o Clon TA [79.940.6 75.74+0.9 78.84+0.3 87.640.5| 80.5
w/o Clon FA [80.04+0.3 75.94+1.4 78.740.8 87.5+1.4| 80.5
w/o Cl on ALL|78.64+0.9 74.840.9 78.34+0.3 86.54+1.8|79.5
CI-GCL 80.5+0.5 76.5+£0.1 79.6+0.3 89.6::0.9| 81.5

5.1.2. ABLATION STUDY

We conduct an ablation study to evaluate the effectiveness of
the proposed CI constraint on topology augmentation (TA)
and feature augmentation (FA). We consider the following
variants of CI-GCL: (1) w/o TA: remove TA on one branch.
(2) w/o FA: remove FA on one branch. (3) w/o CI on TA:
remove CI constraint on TA. (4) w/o CI on FA: remove
CI constraint on FA. (5) w/o CI on ALL: remove CI con-
straint on both TA and FA. Experimental results in Table 6
demonstrate that the removal of either component of the
method negatively impacts the ability of the graph represen-
tation learning to perform well. These results align with our
hypothesis that random topology or feature augmentation
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without CI constraint corrupt community structure, thereby
hindering model’s performance in downstream tasks.

5.2. Qualitative Evaluation
5.2.1. ROBUSTNESS AGAINST VARIOUS NOISE

To showcase the robustness of CI-GCL, we conduct ex-
periments in the adversarial setting. Following GraphCL,
we conduct Random noise attack, with perturbation ratios
o € {0.05,0.30}, on topology A and feature X of the input
graph, respectively. Specifically, for the topology attack,
we randomly flip o X m edges with m as the total number
of edges. For the feature attack, we randomly select o x d
features to add Gaussian noise with d as the total number of
features. Baselines without designed feature augmentation
are set with random feature masking. Table 3 reports the
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Figure 3. Accuracy (%) under noise attack on two datasets.

graph classification performance. From Table 3, we have
the following three findings. (1) CI-GCL outperforms four
best-performing GCL methods in both topology and feature
attack, demonstrating its strong robustness. (2) CI-GCL and
GCL-SPAN are more robustness than other baselines in the
topology attack, showing that preserving high-level graph
structure can improve robustness than random graph aug-
mentation. While CI-GCL can better focus on community
invariance to outperform GCL-SPAN. (3) CI-GCL is more
robust than other baselines in the feature attack since we also
apply the uniformed CI constraint to feature augmentation.

5.2.2. EFFECTIVENESS IN COMMUNITY PRESERVATION

To explore the ability of community preservation, we draw
community changes in Table 7, where community changes
are defined as the averaged number of changes of commu-
nity labels of nodes before and after graph augmentation
by spectral clustering. We observe that CI-GCL can effec-
tively preserve community structure due to the proposed
CI constraint. Furthermore, refer to Table 2, we can find
that methods with larger community disruption, such as
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Figure 4. A case study of TA and FA of GraphCL and CI-GCL.
(B-C) share the same color map and Green lines are edge dropping
and Red lines are edge adding.

Table 7. Community changes (%) in unsupervised learning.

Method NCI1| PROTEINS | MUTAG | IMDB-B| | Avg. |
GraphCL 30.6 25.2 29.9 29.2 28.7
GCS 27.6 30.9 26.5 32.5 29.3
GCL-SPAN | 15.1 11.2 14.5 19.7 15.1
AD-GCL 7.0 4.8 5.6 18.0 8.8
AutoGCL 342 31.0 30.3 334 322
CI-GCL 5.9 4.3 33 13.8 6.8

GraphCL and AutoGCL, underperform others with smaller
community disruption. We also provide a visualization of
CI-GCL on widely used synthetic graphs with 1,000 sam-
ples (Kim & Oh, 2021), that is suited for analysis since
it possesses clear community structure (Kim & Oh, 2021).
We train our models in an unsupervised learning manner
on this dataset and randomly select one example for visu-
alization. In Figure 4(A-C), CI-GCL effectively preserve
community structure by removing edges between clusters
(Green lines) and add edges within each cluster (Red lines),
while GraphCL destroys communities by randomly add and
remove edges. In Figure 4(D), with x- and y-axis represent
nodes and features, respectively, CI-GCL can effectively
maintain important features for community invariance.

6. Conclusion

In this work, we aimed to propose an unified constraint that
can be applied to both topology and feature augmentation,
to ensure community invariance and benefit for downstream
tasks. To achieve this goal, we searched for the augmenta-
tion scheme that would maximize spectral changes of the in-
put graph’s topology and features, which can also minimize
community changes. Our proposed community-invariant
constraint can be paired with various GCL frameworks. We
plan to explore more high-level graph information as con-
straints for learnable graph augmentation and apply our
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framework to many real-world applications in the future.

Impact Statements

In this section, we elaborate on the broader impacts of our
work from the following two aspects. (1) Learnable Graph
Augmentations. With the rapid development of GCL, learn-
able graph augmentation has become a significant research
topic in the machine-learning community. Compared to
current learnable graph augmentation methods, our work
introduces control over the augmentation scheme in joint
learning settings. Considering that CI constraint as a kind of
expert knowledge, we can perceive our work as establishing
a connection between expert knowledge-guided augmen-
tations and learnable augmentations through the design of
specific constraints. (2) Community and Spectrum: De-
spite significant advances in GCL, theoretical foundations
regarding the relations between community preservation
and spectrum design remain lacking. Our work highlights
the significant potential of graph spectrum and community
preservation in GCL, which may assist others in compre-
hending the graph spectrum. Moreover, we do not anticipate
any direct negative impacts on society from our findings.
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A. Experiment Setup Details
A.1. Hardware Specification and Environment

We conduct our experiments using a single machine equipped with an Intel i9-10850K processor, Nvidia GeForce RTX
3090Ti (24GB) GPUs for the majority datasets. For the COLLAB, RDT-B, and RDT-MS5K datasets, we utilized RTX A6000
GPUs (48GB) with batch sizes exceeding 512. The code is written in Python 3.10 and we use PyTorch 2.1.0 on CUDA 11.8
to train the model on the GPU. Implementation details can be accessed at the provided link

https://anonymous.4open.science/r/CI-GCL-E718

A.2. Details on Datasets
A.2.1. TU DATASETS

TU Datasets (Morris et al., 2020) 2 provides a collection of benchmark datasets. We use several biochemical molecules and
social networks for graph classification, as summarized in Table A1. The data collection is also accessible in the PyG 3
library, which employs a 10-fold evaluation data split. We used these datasets for the evaluation of the graph classification
task in unsupervised and semi-supervised learning settings.

Table Al. Statistics of TU Datasets for the unsupervised or semi-supervised graph classification task. # means Number of.

Dataset \ Category | #Graphs | Avg. #Nodes | Avg. # Edges
NCI1 Biochemical Molecule 4,110 29.87 32.30
PROTEINS Biochemical Molecule 1,113 39.06 72.82
DD Biochemical Molecule 1,178 284.32 715.66
MUTAG Biochemical Molecule 188 17.93 19.79
COLLAB Social Network 5,000 74.49 2,457.78
RDT-B Social Network 2,000 429.63 497.75
RDT-M5K Social Network 4,999 508.52 594.87
IMDB-B Social Network 1,000 19.77 96.53
Github Social Network 12,725 113.79 234.64

Table A2. Statistics of MoleculeNet dataset for the downstream transfer learning. # means Number of.

Dataset ‘ Category ‘ Utilization ‘ # Graphs ‘ Avg. # Nodes ‘ Avg. # Edges
ZINC-2M Biochemical Molecule | Pre-Traning | 2,000,000 26.62 57.72
PPI-306K Biology Networks Pre-Traning | 306,925 39.82 729.62
BBBP Biochemical Molecule | FineTuning 2,039 24.06 51.90
TOX21 Biochemical Molecule | FineTuning 7,831 18.57 38.58
TOXCAST Biochemical Molecule | FineTuning 8,576 18.78 38.52
SIDER Biochemical Molecule | FineTuning 1,427 33.64 70.71
CLINTOX Biochemical Molecule | FineTuning 1,477 26.15 55.76
MUV Biochemical Molecule | FineTuning 93,087 24.23 52.55
HIV Biochemical Molecule | FineTuning 41,127 25.51 54.93
BACE Biochemical Molecule | FineTuning 1,513 34.08 73.71
PPI Biology Networks FineTuning 88,000 49.35 890.77

A.2.2. MOLECULENET AND PPI DATASETS

We follow the same transfer learning setting of Hu et al. (2020b). For pre-training, we use 2 million unlabeled molecules
sampled from the ZINC15 database (Sterling & Irwin, 2015) for the chemistry domain, and 395K unlabeled protein
ego-networks derived from PPI networks (Mayr et al., 2018) representing 50 species for the biology domain. During the

*https://chrsmrrs.github.io/datasets/
3https://pytorch-geometric.io
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fine-tuning stage, we use 8 larger binary classification datasets available in MoleculeNet (Wu et al., 2018) for the chemistry
domain and PPI networks (Zitnik et al., 2019) for the biology domain. All these datasets are obtained from SNAP *,
Summaries of these datasets are presented in Table A2.

A.2.3. OGB CHEMICAL MOLECULAR DATASETS

Open Graph Benchmark (OGB) chemical molecular datasets (Hu et al., 2020a) are employed for both graph classification
and regression tasks in an unsupervised learning setting. OGB > hosts datasets designed for chemical molecular property
classification and regression, as summarized in Table A3. These datasets can be accessed through the OGB platform, and
are also available within the PyG library ©.

Table A3. Statistics of OGB chemical molecular dataset for both graph classification and regression tasks.

Dataset Task Type # Graphs | Avg. #Nodes | Avg. #Edges | # Task
ogbg-molesol Regression 1,128 13.3 13.7 1
ogbg-molipo Regression 4,200 27.0 29.5 1

ogbg-molfreesolv Regression 642 8.7 8.4 1
ogbg-molbace Classification 1,513 34.1 36.9 1
ogbg-molbbbp Classification 2,039 24.1 26.0 1

ogbg-molclintox Classification 1,477 26.2 27.9 2
ogbg-moltox21 Classification 7,831 18.6 19.3 12
ogbg-molsider Classification 1,427 33.6 35.4 27

A.3. Detailed Model Configurations, Training and Evaluation Process
A.3.1. PRE-ANALYSIS EXPERIMENTAL SETTINGS

We outline detailed settings of the pre-analysis experiment for replication purposes. Specifically, our experiments are
conducted on the IMDB-B dataset. Both the GraphCL and AD-GCL methods utilized a GIN encoder with identical
architecture, including a graph-graph level contrastive loss, mean pooling readout, as well as hyperparameters, such as 2
convolutional layers with an embedding dimension of 32). Both strategies underwent 100 training iterations to acquire graph
representations, which were subsequently evaluated by using them as features for a downstream SVM classifier.

A.3.2. UNSUPERVISED LEARNING SETTINGS

For unsupervised learning, we employ a 2-layer GIN (Xu et al., 2019) encoder with a 2-layer MLP for projection, followed
by a mean polling readout function. The embedding size was set to 256 for both TU and OGB datasets. We conduct training
for 100 epochs with a batch size of 256, utilizing the Adam optimizer with a learning rate of 0.01. We adopt the provided
data split for the OGB datasets and employ 10-fold cross-validation for the TU datasets, as the split is not provided. Initially,
we pre-train the encoder using unlabeled data with a contrastive loss. Then, we fix the encoder and train with an SVM
classifier for unsupervised graph classification or a linear prediction layer for unsupervised graph regression to evaluate the
performance. Experiments are performed 10 times with mean and standard deviation of Accuracy(%) scores for TUDataset
classification, RMSE scores for OGB datasets regression, and ROC-AUC (%) for OGB datasets classification.

A.3.3. SEMI-SUPERVISED LEARNING SETTINGS

Following GraphCL (You et al., 2020), we employ a 10-fold cross-validation on each of the TU datasets using a ResGCN
(Pei et al., 2021) classifier. For each fold, 10% of each data is designed as labeled training data and 10% as labeled testing
data. These splits are randomly selected using the StratifiedKFold method . During pre-training, we tune the learning rate
in the range {0.01, 0.001, 0.0001} (using Adam optimizer) and the number of epochs in {20, 40, 60, 80, 100} through grid
search. For fine-tuning, an additional linear graph prediction layer is added on top of the encoder to map the representations
to the task labels. Experiments are performed 10 times with mean and standard deviation of Accuracy(%) scores.

*https://snap.stanford.edu/gnn-pretrain/
>https://ogb.stanford.edu/
Shttps://pytorch-geometric.io
"https://scikit-learn.org
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A.3.4. TRANSFER LEARNING SETTINGS

In transfer learning, we first conduct self-supervised pre-training on the pre-processed ZINC-2M or PPI-306K dataset for
100 epochs. Subsequently, we fine-tune the backbone model (GIN encoder used in (Hu et al., 2020b)) on binary classification
biochemical datasets. During the fine-tuning process, the encoder is equipped with an additional linear graph prediction
layer on top, facilitating the mapping of representations to the task labels. Experiments are conducted 10 times, and the
mean and standard deviation of ROC-AUC(%) scores are reported.

A.3.5. ADVERSARIAL LEARNING SETTINGS

In robustness experiments, we conduct random noise attacks by introducing edge perturbations to the graph topology,
and introducing Gaussian noise to the attributes of the input graph. Each experiment is performed within the context of
unsupervised graph classification across various TU Datasets. Specifically, we first train the model using contrastive loss,
following the same approach as in the unsupervised setting. During evaluation, we poison the topology and features of
the input graph, and then asses its performance using an SVM classifier. We vary the ratio of added noise, denoted as o,
ranging from 0.05 to 0.3 with a step of 0.05. In the topological robustness experiment, we randomly add and remove o * m
edges, where m is the number of edges in a single graph. In the feature robustness experiment, we randomly select o * n * d
positions to introduce noises, where n is the number of nodes, and d is the dimension of features.

A.3.6. SYNTHETIC DATASET SETTINGS

For the experiment depicted in Figure 4, we randomly generate 1,000 synthetic graphs using Random Partition Graph
method (Kim & Oh, 2021) ® and train models in an unsupervised learning manner. The parameters for graphs generation
are set as follows: num_class=8, num_nodes_per_class=30, node_homophily_ratio=0.96, average_degree=5. After
training, we select one graph to show the augmented edges, where green lines represent edge dropping and red lines
represent edge adding, as shown in Figure 4(B). We compare it with the random edge perturbation in Figure 4(C) GraphCL.
Furthermore, Figure 4(D) displays the inverted probability (1 — p) for feature masking. The feature is obtained through the
eigendecomposition of the corresponding adjacency matrix.

B. More Discussion on Existing GCL Methods
B.1. Introduction to Selected Best-performing Baselines
Here, we briefly introduce some important baselines for graph self-supervised learning.
* MVGRL (Hassani & Ahmadi, 2020) MVGRL maximizes the mutual information between the local Laplacian matrix
and a global diffusion matrix.

¢ InfoGraph (Sun et al., 2020) InfoGraph maximizes the mutual information between the graph-level representation and
the representations of substructures of different scales.

 Attribute Masking (Hu et al., 2020b) Attribute Masking learns the regularities of the node/edge attributes distributed
over graph structure to capture inherent domain knowledge.

* Context Prediction (Hu et al., 2020b) Context Prediction predicts the surrounding graph structures of subgraphs to
pre-train a backbone GNN, so that it maps nodes appearing in similar structural contexts to nearby representations.

¢ GraphCL (You et al., 2020) GraphCL learns unsupervised representations of graph data through contrastive learning
with random graph augmentations.

¢ JOAO (You et al., 2021) JOAO leverages GraphCL as the baseline model and automates the selection of augmentations
when performing contrastive learning.

* SEGA (Wu et al., 2023b) SEGA explores an anchor view that maintains the essential information of input graphs for
graph contrastive learning, based on the theory of graph information bottleneck. Moreover, based on the structural
information theory, we present a practical instantiation to implement this anchor view for graph contrastive learning.

8https://pytorch-geometric.io
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* AD-GCL (Suresh et al., 2021) AD-GCL aims to avoid capturing redundant information during the training by optimiz-
ing adversarial graph augmentation strategies in GCL and designing a trainable edge-dropping graph augmentation.

AutoGCL (Yin et al., 2022) AutoGCL employs a set of learnable graph view generators with node dropping and
attribute masking and adopts a joint training strategy to train the learnable view generators, the graph encoder, and
the classifier in an end-to-end manner. We reproduce this algorithm by removing the feature expander part for the
unsupervised setting.

* GCS (Wei et al., 2023) GCS utilizes a gradient-based approach that employs contrastively trained models to preserve the
semantic content of the graph. Subsequently, augmented views are generated by assigning different drop probabilities
to nodes and edges.

GCL-SPAN (Lin et al., 2023) GCL-SPAN develops spectral augmentation to guide topology augmentations. Two
views are generated by maximizing and minimizing spectral changes, respectively. The probability matrices are
pre-computed and serve as another input for the GCL framework. We reproduce it by adding 10-fold cross-validation
and report the mean accuracy.

B.2. Summary of the Most Similar Studies

Compared with spectrum-based methods such as GCL-SPAN and GAME (Liu et al., 2022a). GCL-SPAN explores
high-level graph structural information by disturbing it, i.e., they design their augmented view by corrupting what they
want to retain. In contrast, CI-GCL preserves the core information between two augmented graphs to help the encoder
better understand what should be retrained during graph augmentation. GAME focuses on the notion that spectrum
changes of high-frequency should be larger than spectrum changes of low-frequency part, while CI-GCL considers all
spectrum changes as a whole and endeavors to maintain community invariance during graph augmentation. Another
main difference between CI-GCL and these spectrum-based methods is that CI-GCL incorporates learnable graph
augmentation, which makes it more flexible and generalizable for many different datasets.

¢ Compared with community-based GCL methods such as gCooL (Li et al., 2022a), ClusterSCL (Wang et al., 2022),
and CSGCL (Li et al., 2023). These methods first attempt to obtain community labels for each node using clustering
methods such as K-means. Then they consider these community labels as the supervised signal to minimize the
changes of community labels before and after the GCL framework. However, since they still employ random graph
augmentation, they disrupt community structure during graph augmentation, which causes them to underperform some
basic GCL baselines such as GraphCL on graph classification and node classification. Different from these methods,
the proposed CI constraint can be applied for graph augmentation to improve effectiveness.

Compared with other GCL methods with learnable graph augmentation, such as AutoGCL and AD-GCL. To the best
of our knowledge, we propose the first unified community-invariant constraint for learnable graph augmentation. With
the proposed CI constraint, we can better maintain high-level graph information (i.e., community), which can enhance
effectiveness, generalizability, and robustness for downstream tasks.

C. Parameter Sensitive Experiments

C.1. Hyperparameters Sensitivity in Overall Objective Function

Before delving into the sensitivity of hyperparameters, we first introduce all the hyperparameters used in this study. The
overall objective function of CI-GCL in this study can be formulated as follows:

min Loveral = LocL — OLETA(ATA) - ﬁLFA(AFA)7 (C.1)
where [:TA(ATA) = £ED(AED) + ﬁND(AND) — ﬁEA(AEA), (C.2)
and L‘FA(AFA) = EFM<AFM) (C3)

where TA and FA represent topology augmentation and feature augmentation, respectively. « and 3 are hyperparameters
controlling the strength of community-invariant constraints on topology and feature augmentation, respectively. Another
important hyperparameter K, as mentioned in Section 4.3, denotes the number of eigenvalues and eigenvectors.

We evaluate parameter sensitivity by varying the target hyperparameter while keeping other hyperparameters fixed. We
select three datasets MUTAG, IMDB-B, and PROTEINS, from the TU datasets to evaluate parameter sensitivity in the
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unsupervised setting using 10-fold cross-validation. In our experimental settings, we adopt a 2-layer GIN encoder with a
2-layer MLP for projection, followed by a mean pooling readout function. The embedding size is fixed at 256. We conduct
training for 100 epochs with a batch size of 256. Throughout all experiments, we employ the Adam optimizer with a learning
rate of 0.01.

Effect of K Fixing a = 0.8 and 3 = 1.0 unchanged, we vary K from 2 to 20 with a step of 1 to evaluate its performance.
As shown in Figure C1 (the first column), CI-GCL demonstrates significant improvement as the selected number increases
from 2 to 6. We attribute this improvement to the small number of spectrum that only contain a rough community structure
of the graph. Conducting topology or feature augmentations constrained by such an incomplete community structure may
further compromise the distinguishability of the generated positive views. Therefore, it is important to use a sufficient
number of spectrum to obtain a confident augmentation view. Figure C1 demonstrates that increasing the number of
spectrum substantially enhances performance, with the best results achieved at 6. While MUTAG, IMDB-B, and PROTEINS
are relatively small datasets, we recommend using a larger number of spectrum for larger graphs.
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Figure C1. The parameter sensitivity involves the selected number of spectrum K, the balance weight of the topological constraint o, and
the balance weight of the feature constraint 3.

Effect of o Fixing 8 = 1.0 and K = 6 unchanged, We vary a from 0.1 to 50 with a step of 0.1 (from 0.1 to 1), and 1
(from 1 to 5), and 10 (from 10 to 30) to evaluate its performance. As shown in Figure C1 (the second column), CI-GCL
demonstrates significant improvement when the weight of the topological constraint increases from 0.1 to 3. We attribute
this improvement to the weight of Lt controlling the rate of community invariance. However, if we further increase the
value, we observe a decreasing trend in performance. This may occur because the topological community constraint may
dominate the overall loss, leading to overfitting of the topological augmentation view. We recommend setting the best
parameter for o within the range of (0.7 ~ 1.0). For datasets with an average number of nodes larger than 40, we suggest
setting o within the range of (2 ~ 5).

Effect of 3 Fixing a = 0.8 and K = 6 unchanged, we vary (8 from 0.1 to 50 using the same step range as . As shown
in Figure C1 (the third column), CI-GCL demonstrates significant improvement when the weight of feature-wise constraint
increases from 0.1 to 1.0. We attribute this improvement to the weight of £z, which controls the selection of important
features. However, if we further increase the value, we observe a decreasing trend in performance. This may also occur
because the feature community constraint may dominate the overall loss, leading to overfitting of the feature augmentation
view. We recommend setting the best parameter for 5 within the range of (0.5 ~ 1.0).
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C.2. Analysis of Perturbation Strength

The value of v controls the strength of perturbation when generating augmented graphs. A larger v value indicates that
more edges will be either dropped or added. The number of perturbed edges in each graph is restricted to ¢ = o, X m,
where m represents the number of edges in the input graph and o, denotes the perturbation rate. To analyze the impact of
perturbation strength, we examine the influence of the perturbation ratio o, on augmentations. We vary o, from 0.05 to 0.5
with a step size of 0.05 across datasets NCI1, PROTEINS, DD, and MUTAG. The performance comparison is illustrated in
Figure C2, conducted within the context of an unsupervised graph classification task. We recommend selecting the optimal
perturbation strength within the range of 0.1 to 0.3.
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Figure C2. Graph classification performance when tuning perturbation ratio oe.

D. More Experimental Results

Table D1. Unsupervised graph classification. We pre-train using the whole dataset to learn graph embeddings and feed them into a
downstream SVM classifier with 10-fold cross-validation.

Method NCI1 PROTEINS DD MUTAG COLLAB RDT-B RDT-M5K IMDB-B | Avg.
GL - - - 81.66£2.1 - 77.34+0.1 41.01+0.1 65.87£0.9| -
WL 80.01£0.5 72.92+0.5 - 80.72£3.0 - 68.824+0.4 46.06+0.2 72.30+£3.4| -
DGK 80.31+0.4 73.30£0.8 - 87.44+£2.7 - 78.04+0.4 41.27+0.2 66.96+0.5| -
node2vec 54.89£1.6 57.49+3.5 - 72.63+10.2 - - - - -
sub2vec 52.84+1.5 53.03+5.5 - 61.05£15.8 - 71.484+0.4 36.68+£0.42 55.26+1.5| -
graph2vec 73.22+1.8 73.30£2.0 - 83.15£9.2 - 75.78+1.0 47.86£0.26 71.10+0.5| -
InfoGraph 76.20+1.0 74.44+0.3 72.85+1.7 89.01+1.1 70.65+£1.1 82.50+1.4 53.46+1.0 73.03+0.8|74.02
GraphCL 77.87+£0.4 74.39+£0.4 78.62+0.4 86.80+1.3 71.36+1.1 89.53£0.8 55.99+0.3 71.144+0.4|75.71
MVGRL 76.64+0.3 74.02£0.3 75.20+0.4 75.40+7.8 73.10+£0.6 82.00£1.1 51.874+0.6 63.60+4.2|71.48
JOAO 78.07+£0.4 74.55£0.4 77.324+0.5 87.35+1.0 69.50+0.3 85.29+1.4 55.744+0.6 70.214+3.0|74.75
SEGA 79.00+0.7 76.01£0.4 78.76+0.6 90.21+0.7 74.12+0.5 90.21£0.7 56.13+0.3 73.584+0.4|77.25
GCS=* 77.18+0.3 74.04£0.4 76.284+0.3 88.19+0.9 74.00+£0.4 86.50+0.3 56.304+0.3 72.90+0.5|75.64
GCL-SPAN# 75.43+£0.4 75.78+£0.4 78.78+0.5 85.00+0.8 71.40+0.5 86.50+0.1 54.10+0.5 66.00+0.7|74.12
AD-GCL3# 73.38+0.5 73.59£0.7 75.10+0.4 89.70+1.0 72.50+0.6 85.52+0.8 54.91+0.4 71.50%0.6|74.53
AutoGCL#* 78.324+0.5 69.73£0.4 75.754+0.6 85.15+1.1 71.40+£0.7 86.60£1.5 55.714+0.2 72.004+0.4|74.33
w/0 CI oN ALL |78.67£0.9 74.89+0.9 78.33£0.3 86.53+1.8 - - - - -
w/0 CIONTA |79.98+£0.6 75.74+0.9 78.84+0.3 87.65+0.5 73.49+0.9 88.93+0.5 55.36+0.3 70.34+0.8|76.29
w/o CIoNFA |80.02+0.3 75.99+1.4 78.75+0.8 87.56+1.4 - - - - -
CI-GCL 80.50+0.5 76.50+0.1 79.63+0.3 89.67+0.9 74.40+0.6 90.80+0.5 56.57+0.3 73.85+0.8|77.74

D.1. Complete Results for Unsupervised Learning

Baselines. We compare CI-GCL with kernel-based methods, such as Graphlet Kernel (GL) (Shervashidze et al., 2009),
Weisfeiler-Lehman sub-tree kernel (WL) (Shervashidze et al., 2011), and Deep Graph Kernel (DGK) (Yanardag & Vish-
wanathan, 2015). Unsupervised graph learning methods like node2vec (Grover & Leskovec, 2016), sub2vec (Adhikari
et al., 2018) and graph2vec (Narayanan et al., 2017). Classic GCL methods, such as MVGRL (Hassani & Ahmadi, 2020),
InfoGraph (Sun et al., 2020), GraphCL (You et al., 2020), and JOAO (You et al., 2021), SEGA (Wu et al., 2023b). And
learnable GCL methods, such as GCS (Wei et al., 2023), GCL-SPAN (Lin et al., 2023), AD-GCL (Suresh et al., 2021),
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AutoGCL (Yin et al., 2022). The complete results for unsupervised graph classification results are shown in Table D1. We
also report the complete results on OGB dataset in Table D2.

Table D2. Unsupervised graph regression (measured by RMSE) and classification (measured by ROC-AUC) results on OGB datasets.
We pre-train using the whole dataset to learn graph embeddings and feed them into a downstream classifier with scaffold split. Each
experiment is performed 10 times and take the average accuracy as a result.

Task Regression (RMSE) Classification (AUC)

Method molesol mollipo  molfreesolv | molbace  molbbbp molclintox moltox21 molsider
InfoGraph |1.3444+ 0.18 1.005+0.02 10.005+4.82 | 74.74+£3.60 66.33+2.79 64.50+5.32 69.74+0.57 60.544+0.90
GraphCL | 1.272+£0.09 0.910+£0.02 7.679£2.75 |74.32+£2.70 68.22+1.89 74.92+4.42 72.40+£1.01 61.76+1.11
MVGRL 1.4334£0.15 0.962+0.04 9.024+1.98 |74.204+2.31 67.24+1.39 73.84+4.25 70.48+0.83 61.944+0.94
JOAO 1.2854+0.12 0.8654+0.03 5.1314+0.72 |74.43£1.94 67.62+1.29 78.21+£4.12 71.83+0.92 62.73£0.92
GCL-SPAN | 1.218£0.05 0.802£0.02 4.531£0.46 |76.74+2.02 69.59+1.34 80.28+2.42 72.83£0.62 64.87+0.88
AD-GCL | 1.217£0.09 0.842+0.03 5.150+0.62 |76.37+£2.03 68.24+1.47 80.77+3.92 71.42+0.73 63.19+0.95
CI-GCL 1.130+£0.13 0.816+0.03 2.873+0.32 |77.26+£1.51 70.70+0.67 78.90+2.59 73.59+0.66 65.91+0.82

D.2. Transfer learning setting

The full results for transfer learning are shown in Table D3.

Table D3. Transfer Learning is conducted with various manually designed pre-training schemes, with different manually designed
pre-training schemes, following the pre-training setting and dataset splitting as outlined in (Hu et al., 2020b). Each experiment is repeated
10 times, with mean and standard deviation calculated for the ROC-AUC scores.

Pre-Train ZINC 2M PPI-306K

Fine-Tune BBBP Tox21 ToxCast SIDER ClinTox MUV HIV BACE PPI Avg.
No Pre-train | 65.844.5 74.0£0.8 63.4+0.6 57.3+1.6 58.0+4.4 71.842.5 75.34+1.9 70.1£5.4 | 64.8+1.0 | 66.72
Infomax 68.8+£0.8 75.3+0.5 62.7+0.4 58.4+£0.8 69.9+3.0 75.3+2.5 76.0£0.7 75.9+1.6| 64.1+1.5 | 69.60
EdgePred 67.3£2.4 76.0+£0.6 64.1+0.6 60.4+£0.7 64.1£3.7 74.1+2.1 76.3£1.0 79.9+£0.9 | 65.7+1.3 | 69.76
AttrMasking | 64.3£2.8 76.7+0.4 64.2+0.5 61.0+0.7 71.8+4.1 74.7+1.4 77.2+1.1 79.3+£1.6| 65.2+1.6 | 70.48
ContextPred | 68.0£2.0 75.7+£0.7 63.9+0.6 60.94+0.6 65.9+3.8 75.8+1.7 77.3£1.0 79.6£1.2| 64.4+1.3 | 70.16
GraphCL 69.7+0.7 73.94+0.7 62.4+0.6 60.5+0.9 76.04+2.7 69.8£2.7 78.5+1.2 75.44+1.4| 67.9£0.9 |70.45
MVGRL 69.0£0.5 74.5+£0.6 62.64+0.5 62.2+0.6 77.8+2.2 73.3+1.4 77.1£0.6 77.2+1.0| 68.7+0.7 | 71.37
JOAO 70.2£1.0 75.0+£0.3 62.94+0.5 60.0+£0.8 81.3+2.5 71.7+1.4 76.7£1.2 77.3+0.5| 64.4+1.4 |71.05
SEGA 71.9£1.1 76.7+£0.4 65.240.9 63.7£0.3 85.0+0.9 76.64+2.5 77.6£1.4 77.1+£0.5| 68.7£0.5 | 73.61
GCSs 72.5+0.5 744404 64.4+02 61.9+04 66.7+1.9 77.3£1.7 78.7+£1.4 82.3+0.3 | 70.3£0.5 | 72.05
GCL-SPAN | 70.0£0.7 78.0+0.5 64.2+0.4 64.7£0.5 80.7£2.1 73.840.9 77.84£0.6 79.9+0.7 | 70.04+0.8 | 73.23
AD-GCL#% | 67.44+1.0 74.3£0.7 63.5+0.7 60.840.9 58.6+£3.4 754+1.5 75.940.9 79.0+£0.8 | 64.2+1.2 | 68.79
AutoGCL# | 72.04+0.6 75.5£0.3 63.4+0.4 62.54+0.6 79.9+£3.3 75.8+£1.3 77.44+0.6 76.7+£1.1| 70.1+£0.8 | 72.59
CI-GCL 74.4+1.9 77.3+0.9 65.4+1.5 64.7+£0.3 80.5+1.3 76.5+0.9 80.5+1.3 84.4+0.9| 72.3+1.2 | 75.11
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D.3. Adversarial Attacks Experiment

The full results are shown in Figure D1 and Figure D2. As the results show, CI-GCL exhibits greater robustness than other
baselines against both topology-wise and feature-wise attacks.
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Figure D1. Accuracy under noise attack on graph’s topology.
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Figure D2. Accuracy under noise attack on graph’s attributes.
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Figure D3. An case study of the community-invariant augmentation on a Random Partition Graph. In (B-C), green lines represent edge
dropping operation and red lines represent edge adding operation.

D.4. SPATIAL BEHAVIOR OF SPECTRAL AUGMENTATION SPAN

The Case Study on Random Partition Graph. To intuitively demonstrate the spatial change caused by spectral augmentation,
we present a case study on a random geometric graph in Figure D3. Specifically, Figure D3(A) depicts the original
graph, while Figure D3(B) illustrates the perturbation probability with the community-invariant constraint. Figure D3(C)
demonstrates the perturbation edges of uniform augmentations. We observe that with our community-invariant constraint,
the cluster structure is preserved after augmentation, which assigns a higher probability to removing edges between clusters
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and adding edges within clusters. On the other hand, random topological augmentation uniformly removes and adds edges,
causing the cluster effect to become blurred.

E. Algorithms
Algorithm 1 illustrates the detailed steps of developing CI-ACL.

Algorithm 1: Learnable Graph Contrastive Learning with Community-Invariant Constraint

Input

:Datasets {G : G € G}, initial encoder fy(-), readout function r(-), iteration number T.

Hyperparameters : Topological constraint coefficient c, feature constraint coefficient 3, number of eigenvector K.

Output

:Optimized encoder fy(-).

1 fort<+ 1toTdo

e %0 N A U A W N

- e e e e e
A N E W RN = o

17
18
19
20
21
22
23

24

25
26
27
28 end

for Sampled a minibatch of graphs {G,, = (A,,,X,) :n=1,...,N} do

for n < 1to N do
// Spectral Decomposition.
U <« spectral decomposition(A.,,)
F « SVD(X,,)
// Graph Augmentation.
for any one edge A;j, the i-th node, and feature X;; in G,, do
A%P = Gumble-Softmax(MLPs(Concat (U;., U;.)))
A}P = Gumble-Softmax(MLPs(U;.))
AM = Gumble-Softmax(MLPs([F;., F;.]))
end
// Sampling Two Augmented Views.
t’(G,)=A+CoA, // Topology Augmentation.
A (G,) = X + (=X) o A™ // Feature Augmentation.
// GNNs Encoding Layers.
Encode Topology View: zi) = r4(f5(t™(G,))
Encode Feature View: z.) = ro(fo(t52(Gn)))
// Compute Community-Invariant Constraint.
Compute L (A™) to measure the spectral change as Egs. (9,10)
Compute Lra (AF*) to measure the spectral change as Eq. (13)

end
// Graph Contrastive loss for the minibatch
_ 1N exp(sim(z( 2 /7))
Compute Lol = N Zn:l <log Eg/ﬂ N exp(sim(z(nl),zf;z,))/rg)
// Jointly Optimize the Overall Objective Function
Jointly optimize by minimizing Loveran = LacL — @Lra(ATA) — BLpA (AFA).

end
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F. Proofs
F.1. The Proof of Theorem 1 in the Draft

Definition F1. (Eigenvalue Perturbation) Assume matrix A’, the altered portion is represented by AA = A’ — A, and the
changed degree is denoted as AD. According to matrix perturbation theory (Hogben, 2013), the change in amplitude for the
y-th eigenvalue can be represented as:

ANy =\, — A\, =u, AAu, — A\yju; ADu, + O(||AA|). (F.1)
Lemma F1. If we only flip one edge (i, j) on adjacency matrix A, the change of y-th eigenvalue can be write as
A/\y = Awij (2uyl cUyj — /\y (uiz + Uf”)) s (FZ)
where u,; is the i-th entry of y-th eigenvector u,, and Aw;; = (1 — 24,;) indicates the edge flip, i.e +1.

Proof. Let AA be a matrix with only 2 non-zero elements, namely AA;; = AA;; = 1 — 2A;; corresponding to a single
edge flip (¢, 7), and AD the respective change in the degree matrix, i.e. A’ = A + AA and D' = D + AD.

Denote with e; the vector of all zeros and a single one at position ¢. Then, we have AA = Aw;; (eiejT + ejeiT) and
AD = Aw;;(e;e; + eje;).

Based on eigenvalue perturbation formula (F.1) by removing the high-order term O(||AA||), we have:

Ay ~u, (AA — \,AD)u, (F3)

Substituting AA and AD, we conclude Eq. F.2. O

Theorem F1. The constraint on the lowest k eigenvalues of the normalized Laplacian matrix Loy ensures the preservation
of the community structure of nodes.

Proof. Firstly, we separate AA = Aay — Aa_ , where Axy and Aa_ indicate which edge is added and deleted,
respectively. To analyze the change of eigenvalues in spectral space corresponding to the perturbation of edges in spatial

space, we first consider the situation that only augments one edge for both edge-dropping (Aw;; = —1) and edge-adding
(Awij = 1)
(D In the case of edge dropping (Aw;; = —1 in Lemma F1), we have
ANy = —2uy; - uy; + Ay (ug; +us;) (F4)
2
= (uyi —uy;)” + Ay — 1) (ngﬂ + Uzg) (E.5)

If we only drop the edge (i, j) that makes a large change in the eigenvalues. We have the objective function as

n

arg max Z |AN| = | (tyi — uy;)” + Ay — 1) (ug; +uj) | (F.6)
{#,j|Aw;j=—1} y=1
<D gi =) [+ Y Ay = 1 (u; + ufy) (F7)
y=1 y=1

= Ui = U7+ Ay — 1] (ul +ugy) (F8)

y=1

2 2 2 2

U = U2+ DAy — 1] (u2y +udy + -+ ud,) (F9)

y=1

n
= U~ UL+ Y Iy 1 (E10)

y=1
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Notice that u,, is the y-th column of U, so u,; = Uy and U, . = [woi, U4y - - - 5 Upy]. From the first item in Eq. F.10, we
prefer to select the nodes with larger distances in the eigenvector spaces, i.e. two nodes belonging to different communities
(The relationship between eigenvector and community structure is proved in Theorem F4).

@ In the case of edge adding (Aw;; = 1 in Lemma F1), we have
ANy = 2uy; -y — Ay (ul; +ul;) (F.11)
= — (uy; — uyj)2 —(Ay—1) (uzZ + ufu) (F.12)

If we only add the edge (i, j) that makes a small change in the eigenvalues. We have the objective function as

argmin Y |AN | = | (uyi —uyy)? + (A — 1) (ud; +u) | (F13)
{6, Awi=+1} =3
n n
>3 [y —uy)* [ = Y11= (A (ug; + upy) (F.14)
y=1 y=1

> U = UL =) 1= M) (udy +udy + - +ud,) (F.15)

y=1
= U U 2 =D 11 =N (F.16)

y=1

From the first item in Eq. F.16, we prefer to select nodes with smaller distances in the eigenvector spaces, i.e. nodes
belonging to one community (Theorem F4).

Previously, we have proven that the constraint on the lowest k eigenvalues of L ensures the preservation of community
structure when we only augment one edge. Next, we will demonstrate that the perturbation of more than one edge still aligns
with this theory.

Suppose we augment m edges, similar to Lemma F.2, we replace AA = > Aw; (eie;r + eje;r), and AD =
(i,5)€{m edges}
Aw;j(ese] +eje] ), we Substituting AA and AD of Eq. (F.3), we get:
(2,7)€{m edges}

Ay = Y Awy (2uy - uyy — Ay (ug; +u3)) (E17)
(4,5)€{m edges}

By replacing Aw;; (2uy,; “Uyj — Ay (ujz + uzj)) with Egs. (F.10, F.16), we could easily see that the community preserving

theory is satisfied. O
F.2. Proof of Theorem 2
Theorem F2. Given a bipartite matrix B, we have the adjacency matrix of the bipartite graph as:
0 B
oo 8] F19

The eigenvalue of matrix M can be represented as A = 1 — o, where o is the singular value of B. And the eigenvectors of
matrix M can be represented as the concatenation of singular vectors of B and BT (Dhillon, 2001).

Proof. The Laplacian matrix and Degree matrix of M can be represented as L and D. We can split these into:

[D, -B Dy o
L= {—BT Dz] ,and D = {0 DJ , (F.19)

where D1, D are diagonal matrices such that D1(4,4) = >, B;,; and Da(j, j) = >_, B; ;. Thus the generalized eigen

problem Lf = ADf may be written as:
Dl -B X\ D1 0 X
S o B[ sl "2
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Assuming that both D; and D5 are nonsingular, we can rewrite the above equations as

D!?x - D;/’By = AD}/’x

(F21)
—D,'*BTx + D)%y = AD/?y
Letting u = D}/Qx and v = Dé/Qy, we can get
D;'/*BD,"*v = (1-Au
1 2 (1=2) (E22)

D, /" BTD; Y ?u=(1-A)v

These are precisely the equations that define the singular value decomposition (SVD) of the normalized matrix

Dl_l/ 2BD2_ 2 1 particular, u and v are the left and right singular vectors of Dl_l/ QBDQ_ 1/2 respectively, while
(1 — ) is the corresponding singular value. Thus the k-th smallest eigenvalue of Ly, equals to k-th largest singular value

of Dl_l/QBDz_l/Q, A& = 1 — oy,. Furthermore, the corresponding eigenvector of Lyem = D~/2LD~1/2 is given by
f, = [“k] (F.23)

There is a computational benefit on B that B is of size n x d, and L is of size (n + d) x (n + d).

F.3. Proof of Theorem 3

Theorem F3. The constraint on the highest k singular values of the feature matrix X ensures the preservation of the bipartite
community structure of both nodes and features.

Proof. Consider we have the feature matrix X € Rnxd, intuitively, the common features, containing the community
structure, should be preserved as core components and the features that are irrelevant to community structure should be
randomly masking. As (Nie et al., 2017) studied, we could apply spectral clustering on matrix X to obtain the co-clustering
of both nodes and features.

< 0 X

X = { ] (F.24)

X' 0

where X € RO+ x(n+d)  When we perform the eigen decomposition on X, the first n rows of obtained eigenvectors
represent the node embedding, and the rest d rows are representations of features. Similar to the edge-dropping situation in
Theorem F1, we could preserve the community structure by maximizing the spectral change of X. The objective function
could be written as

n+d

2
arg max STIAN = (fyi = Fui) "+ Oy = D (£ + £2) 1, (F25)
{i€[1,---,n],j€[n+1, ,n+d]|AP;;=0} y=1
n-+d n+d
2
> (i = £ 1= D =N (f2 + £)) (F26)
y=1 y=1
n+d
>[Fs —FplP =D =N (for + fra+ -+ frn) (F27)
y=1
= F —F P =) 1 -y (F.28)
y=1

where f, and )\, are the y-th eigenvector and eigenvalue of X’s normalized Laplacian matrix. Similar to edge-dropping, we
prefer to mask the feature j for node 7 when they do not belong to the same community, which means that the feature is
irrelevant to the sample.
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According to the relationship between eigenvectors and community structures (proved in Theorem F4), we only need to
constrain the change of several lowest eigenvalues to preserve community structures. And then we prove that A, = 1 — o,

on Theorem F2, where o, is the singular value of matrix D;l/ 2XD; 12 Therefore, the constraint on the highest & singular
values of D;l/ 2XD; 172 ensures the preservation of the bipartite community structure of both nodes and features.

O

F.4. The relation between community and spectrum

Theorem F4. The spectral decomposition can indicate a relaxed solution of graph vertex partition. Given a graph G with a
Laplacian matrix L, and the spectral decomposition is indicated as D~ :LD~2 = UAUT, where D is the degree matrix
and U, A are eigenvectors, eigenvalues correspondingly. The second smallest eigenvalue and its corresponding eigenvector
indicate a bipartition of the graph.

Proof. Given a partition of nodes of a graph (split V' into two disjoint sets S4 and Sp), let x be an indicator vector for the
partition, x; = 1 if node 4 is in S4, and —1, otherwise. Let d; be the degree of node 7, and w;; is the weight of edge (4, 7).
Based on (Shi & Malik, 1997), a normalized cut could be write as

D ni0,m;<0 ~WiTili Do c0.0;50 ~WijTil;

Zwi >0 dl Z:Ei>0 dz

Necut(Sa,Sp) = (F.29)

The optimal partition is computed by minimizing the normalized cut: min, Ncut(x). By settingy = (1 + x) — b(1 — x),
Ea:i >0 d;

k= =i and b = ﬁ, we could rewrite it as

L
min Ncut(x) = min Yy Y
X

. F.30
i by (F.30)

with the condition 3; € 1, —b, and y 'D1 = 0.

According to the Rayleigh quotient (Gene et al., 2013), we can minimize Eq. F.30 by solving the generalized eigenvalue
system, if y is relaxed to take on real values.
Ly = ADy (F31)

By writing z = D%y, we could transform the Eq. F.31 to a standard eigensystem:
D LD 2z = \z (F.32)

Because the Laplacian matrix is positive semidefinite (Pothen et al., 1990), we can easily verify that zy = D31 is the
smallest eigenvector of Eq. F.32 with eigenvalue 0. And correspondingly, yo = 1 is the smallest eigenvector with an
eigenvalue of 0 in the general eigensystem F.31, but do not satisfy the condition y ' D1 = 0. According to the Lemma F2,
we could know that the second smallest eigenvector z; is the solution of Eq. F.30, because z, zp = y, D1 = 0 satisfy the
condition in Eq. F.30.

Therefore, the second smallest eigenvalue and its corresponding eigenvector indicate a bipartition of the graph. While the

next cut must be perpendicular to others, which is the third smallest eigenvalue corresponding eigenvector z, z; = 2z Z.

Recursively, the k-dimensional eigenvectors can represent the community structure of a graph to some extent. O

Lemma F2. A simple fact about the Rayleigh quotient (Gene et al., 2013): Let A be a real symmetric matrix. Under the
x| Ax
x T x

constraint that x is orthogonal to the j — 1 smallest eigenvectors x1, X2, ..., X;_1, the quotient
next smallest eigenvector x; and its minimum value is the corresponding eigenvalue \;.

is minimized by the



