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Abstract

This study evaluates the precision of widely recognized quantum chemical method-

ologies, CCSD(T), DLPNO-CCSD(T) and localized ph-AFQMC, for determining the

thermochemistry of main group elements. DLPNO-CCSD(T) and localized ph-AFQMC,

which offer greater scalability compared to canonical CCSD(T), have emerged over the

last decade as pivotal in producing precise benchmark chemical data. Our investigation

includes closed-shell, neutral molecules, focusing on their heat of formation and atom-

ization energy sourced from four specific small molecule datasets. Firstly, we selected

molecules from the G21 and G32 datasets, noted for their reliable experimental heat of

formation data. Additionally, we incorporate molecules from the W4-113 and W4-174

sets, which provide high-level theoretical reference values for atomization energy at 0 K.

Our findings reveal that both DLPNO-CCSD(T) and ph-AFQMC methods are capa-

ble of achieving a root-mean-square deviation (RMSD) of less than 1 kcal/mol across

the combined dataset, aligning with the threshold for chemical accuracy. Moreover, we

make efforts to confine the maximum deviations within 2 kcal/mol, a degree of precision

that significantly broadens the applicability of these methods in fields such as biology

and materials science.
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I. Introduction

Quantum chemical methods have seen significant improvements in accuracy and computa-

tional efficiency when applied to the chemistry of main group elements over the last three

decades. Density functional methods, which scale formally with system size N as N4 or N3

and in practice as N2 or even N (for very large systems), can routinely be applied to sys-

tems with hundreds to thousands of atoms, with the best functionals providing an average

unsigned error on the order of 2–3 kcal/mol for atomization energies of small molecules.5

Alternatively, coupled cluster with perturbative triples (CCSD(T)) has been integrated into

numerous quantum chemistry software packages in a robust manner, offering average error

rates close to 1 kcal/mol for atomization energies of the same category of small molecules;

however, the computational cost scales as N7.6,7 Benchmark methodologies that incorporate

higher-order coupled cluster terms and more elaborate treatment of core-valence interactions

are capable of producing results reliably within 1 kcal/mol deviation from experimental val-

ues.8 However, the high computational demand of these approaches limits their application

to very small molecular systems.

While the accuracy that can be achieved with modern DFT approaches is extremely

impressive, DFT calculations on large data sets reveal a significant number of outliers with

errors significantly larger than the 2–3 kcal/mol cited above as the average unsigned error.

Importantly, outliers can be obscured when large data sets are used and only the average

errors are reported.5 In a subsequent paper, we will examine in detail the outlier distribution

obtained for a range of modern functionals when compared to benchmark methods and

curated experimental results. For the present purposes it is sufficient to note that more work

remains to be done to improve the robustness of DFT approaches across a wide range of

chemistry, even for main group molecules. Moreover, systems containing transition metals

can be prone to a higher incidence of outliers.9

A consequence of the above observation is that high-level wavefunction-based approaches

remain highly relevant in practical applications despite the significantly greater computa-
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tional cost as compared to DFT calculations. When addressing the grand challenge of

understanding the chemistry of complex systems via quantum chemistry, the initial step

typically involves conducting a comprehensive set of DFT calculations to explore various

possible structures and reaction mechanisms. However, in refining the results to select the

correct reaction mechanism (for example) and in general to achieve chemical accuracy, the

ability to do benchmark-level wavefunction-based calculations would be extremely valuable.

Furthermore, accurate wavefunction calculations are the best path forward, via the produc-

tion of benchmark training data sets, to developing improved DFT methods in which the

magnitude and frequency of outliers are substantially diminished.

However, in order for wavefunction-based methods to effectively address complex sys-

tems, an approach is needed which scales better with system size than the N7 of conventional

CCSD(T). The past decade has seen the development of two notable methods that address

this need, both leveraging the concept of orbital localization—a technique tracing back to

Pulay’s work in the 1980s.10 The first is localized coupled cluster (e.g. L-CCSD(T)), the

most widely used implementation of which is the DLPNO algorithm of Neese and cowork-

ers.11–13 The formal scaling of DLPNO-CCSD(T) is N3 14 and extremely impressive timing

and accuracy numbers over a wide range of systems (and particularly those restricted to

main group chemistry) have been published in the past 5 years.15–20 DLPNO and related

methods represent a revolution in quantum chemical technology as it is now possible to ob-

tain something close to CCSD(T) quality results for systems containing on the order of 100

atoms.

The second approach is auxiliary field quantum Monte Carlo (AFQMC). The AFQMC

algorithm was originally developed in the physics community, but it is only in the past 5 years

that significant progress has been made in creating a scalable version of the methodology

for the ab initio study of molecules. There are several different implementations currently

in use.21–24 In the present paper, we will focus on two of these implementations. The first

is a GPU implementation developed in our groups25 that exploits localized orbitals26 in a
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fashion similar to that employed in L-CCSD(T), reducing the formal scaling of AFQMC from

N4 to N3. We refer to this approach as L-AFQMC. The second27,28 is a CPU-based code

optimized to enable systematic convergence of the bias in AFQMC energies to near-exact

accuracy by using a large number of determinants in the trial function. We designate this

implementation as W-AFQMC since it is based on use of the generalized Wick’s theorem.

As yet, this method has not been formulated in a localized representation, although work in

that direction is ongoing.29 To avoid high computational costs, here we employ W-AFQMC

to resolve discrepancies identified in DLPNO-CCSD(T) and L-AFQMC data.

While the computational cost scaling of L-AFQMC and L-CCSD(T) with system size

is similar, L-CCSD(T) is considerably faster due to a smaller prefactor. The advantage

of AFQMC is that it is formally exact in the limit of the exact trial wavefunction, and in

practice, multireference electronic states can often be readily converged due to the ease of uti-

lizing a multiconfigurational trial function.28,30–33 This is more crucial for transition metal

containing systems than for main group molecules, but there are still main group cases

where AFQMC can achieve demonstrably greater accuracy with scalable trial wavefunc-

tions.34,35 While such trials allow systematic convergence of the bias in phaseless AFQMC

(ph-AFQMC), this accuracy comes at the cost of greater computational expense. Designing

protocols for generating trials that strike a desired balance between accuracy and cost is

an active area of research. Based on our testing with the benchmark sets, we present two

approaches with different cost-accuracy trade-offs.

We believe that having two scalable benchmark methodologies with distinct theoretical

frameworks offers substantial benefits. These benefits extend not only to the generation of

data for evaluating and parameterizing DFT functionals but also to their direct application

to challenging systems, like the manganese cluster in Photosystem II. As an example, in one

of our recent papers we investigated reactions of organolithium systems relevant to lithium

ion batteries.36 We performed DLPNO-CCSD(T) and L-AFQMC calculations to look at

both reaction energies and barrier heights. The agreement between the two approaches
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was remarkably good (a few kcal/mol) across the various reactions that we investigated. We

were therefore able to settle on benchmark numbers and use those to evaluate many different

DFT functionals, discovering that only a few were able to reproduce the benchmark results

reliably. We were then able to use the preferred functionals in computing energies for a large

set of organolithium cluster geometries, which we then utilized in parametrizing a machine

learning force field (MLFF) for carrying out simulations of lithium ion battery electrolytes.37

While there was no reason, a priori, to doubt the performance of DLPNO-CCSD(T) for these

systems, there is very little experimental data available for comparisons, and the validation

by a second independent benchmark approach provided a much higher degree of confidence

in the results than would otherwise have been possible.

In the present paper, our goal is to provide an assessment of the accuracy of both DLPNO-

CCSD(T) and L-AFQMC for main group chemistry atomization energies. We have chosen

to focus on atomization energies because (a) a relatively large and reliable data set of bench-

mark experimental and theoretical values is available for a range of small molecules and (b)

atomization energies are one of the most difficult properties for electronic structure methods

to compute to high precision, due to the large changes in correlation energy upon atom-

ization, and the relatively minimal cancellation of error. We combine four data sets: the

G21,38 and G32,39 sets of Pople and coworkers, which claim to have experimental atomiza-

tion energies that are accurate to 1 kcal/mol or better, and the W4-113 and W4-174 (TAE

- total atomization energy) data sets of Karton, Martin and coworkers, which employ very

high level (and hence expensive) theoretical methods to achieve the same level of reliability.

The W4-17 set, the latest iteration of the W4 sets, is an extension of the W4-11 set, as is

G3 an extension of G2 with the addition of larger molecules. W4-17, however, is restricted

to molecules with no more than 8 heavy atoms. On the other hand, the G3 data set con-

tains larger molecules than the W4-17 heavy atom limit and therefore provides a test of how

the quantum chemical methods perform for larger systems. There are (as far as we have

been able to ascertain) no cases where the errors in the W4-11 and W4-17 results exceed
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the proposed error bars. In contrast, we have had to update a number of the G2 and G3

experimental values with more recent benchmark values.

Our objective with regard to accuracy is to limit the outliers to a maximum of 2 kcal/mol

deviation from the experimental or W4 theoretical values. While 2 kcal/mol is not what is

generally meant by “chemical accuracy” (that terminology is conventionally reserved for a 1

kcal/mol accuracy level), it is likely to be sufficient accuracy for choosing among alternative

reaction mechanisms in complex systems or parametrizing new functionals. An examination

of the details of the W4-17 approach suggests that it is going to be difficult if not impossible

(at least with current computing capabilities) to construct a scalable approach that reliably

achieves 1 kcal/mol precision. Our belief is that the maximum 2 kcal/mol level of error that

we are aiming for will be good enough not only to analyze chemical reactions in complex

systems but also for designing novel chemistries to address a variety of problems in biology

and materials science. This is superior to any current DFT functional, where the average

errors of the best functional for the current data set are in the range of 2–3 kcal/mol, but

the maximum errors are on the order of 8–10 kcal/mol (as we will enumerate in a subsequent

publication).

The paper is organized as follows. In Section II, we discuss the data sets including our

updating of a number of the reference values in the G2 and G3 sets. Section III discusses

computational methods including our scalable formulation of AFQMC, DLPNO-CCSD(T),

and CCSD(T) methodology (enabling comparisons for the larger systems), basis sets, core-

valence corrections, scalar relativistic corrections, extrapolation to the complete basis set

limit, and treatment of atomic energies. Section IV presents the results for all three methods

as compared to the relevant experimental or theoretical benchmarks and discusses their

implications. In Section V, we conclude by summarizing our results and discussing future

directions. In general, the performance of both DLPNO-CCSD(T) and L-AFQMC are quite

robust, with only a few apparent outliers above our targeted 2 kcal/mol threshold. We

investigate these outliers using more accurate trials with the W-AFQMC method. This
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enables us to identify outliers arising from the approximations in the methodology, as opposed

to cases that are most likely errors or uncertainties in a few of the experimental reference

data. Using this targeted convergence of ph-AFQMC, we are able to produce high-quality

atomization energies while minimizing cost over a large dataset.

II. Datasets

In this study, we have limited our selection to closed-shell, neutral molecules, excluding

carbenes. Future work will investigate open-shell systems and ions. In total, 116 molecules

are selected from G2 set and 73 molecules from the G3 set respectively. Moreover, the W4

sets also contain significant overlap with molecules from the G2 and G3 sets. After removing

duplicates, we are left with 38 molecules from the W4-11 set and 32 molecules from the

W4-17 set. The G3 and W4-17 extensions consist of generally larger molecules. Therefore,

for the purpose of this study, such separation into “G2”, “G3”, “W4-11”, and “W4-17” is

constructive, with the former two sets using experimental heat of formation as reference and

the latter two using W4 theory as reference. In total, we have compiled a list of 259 unique

molecules across all datasets, with the full list of molecules and the dataset into which each

molecule is sorted given in the SI Section 1.

Reference Values

Reference values for the W4 sets are high-level theoretical atomization energies at 0 K,

excluding zero point energy (ZPE) (labeled as the property TAEe by Karton et al.4). The

reference values for the G2 and G3 sets are experimental heat of formation 298 K, and

the same as those used by Curtiss et al.1,2 However, there are some exceptions where we

have found conflicting values, as summarized by Table 1 where each of the sources of the

updated reference are listed. The reported reference values from ATcT40,41 postdate the G2

and G3 papers and collates the most recent experiments and theory from various sources.42
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Table 1: New vs old reference values for heat of formation. The reference values in
the column ‘Previous ∆fH(298K)’ are the same as used in the original G2/G3 test
set papers.38,39 All values are reported in kcal/mol. Where the source reports an
experiment uncertainty, we have included the uncertainty in the table along with the
value.

Molecule Dataset Previous ∆fH(298K) Updated ∆fH(298K) Source of update
AlCl3 G2 -139.7±0.7 -142.0 W4
AlF3 G2 -289±0.6 -290.7 W4

CCl2CCl2 G2 -3.0±0.7 -5.1±0.2 ATcT
CF2CF2 G2 -157.4±0.7 -161.1±0.1 ATcT

CH2CH-CN G2 43.2±0.4 44.7±0.2 ATcT
Cyclobutene G2 37.4±0.4 38.5±0.1 ATcT
Cyclopropene G2 66.2±0.6 67.8±0.1 ATcT

LiF G2 -80.1 -81.45±2 CCCBDB
Vinyl chloride G2 8.9±0.3 5.2±0.06 ATcT

Azulene G3 69.1±0.8 73.6 CCCBDB
Benzoquinone G3 -29.4±0.8 -28.7 CCCBDB

Tetramethylsilane G3 -55.7±0.7 -51.7±0.5 ATcT

Therefore, where ATcT data is available and conflicting with the reference used by Curtiss

et al., we instead use the ATcT value. In addition, for the cases of AlCl3 and AlF3 we found

disagreement between the experimental heats of formation and the W4 reported atomization

energy. Moreover, the heat of formation values of these molecules are not present in the ATcT

database. Thus, for the updated reference values of these molecules, we have converted the

W4 atomization values into heats of formation at 298 K using temperature corrections from

DFT (refer to Section III for details). For the three cases LiF, azulene, and benzoquinone,

where no ATcT or W4 value is available, instead of the reference reported by Curtiss, we

use those reported by the NIST database CCCBDB.43 As shown in Table 1, the two sources

also give conflicting heats of formation for these three molecules. All of our benchmark

wavefunction methods yield results that are within 2 kcal/mol of the latter source, rather

than the former reference values. Although this choice is not based on information about the

reference alone, CCSD(T) and AFQMC offer independent evaluations of the experimental

data, especially in the case of conflict. In particular, we converge AFQMC with respect to

the number of determinants for these cases using W-AFQMC. We refer the reader to Section
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III for the method of obtaining deviations against reference values.

III. Computational Details

Phaseless AFQMC Formulation

Provided that an initial state |ϕi⟩ has a nonzero overlap with the exact ground state of a

system |ϕ0⟩, then the the ground state can be projected from any such trial state as

|ϕ0⟩ ∝ lim
τ→∞

e−τĤ |ϕi⟩, (1)

where τ is the imaginary time, and Ĥ is the electronic Hamiltonian under the Born-Oppenheimer

approximation which can be written as a sum of one-electron and two-electron terms,

Ĥ = Ĥ1 + Ĥ2 =
∑

pq

hpqc
†
pcq +

1

2

∑

pqrs

Vpqrsc
†
pc

†
qcscr. (2)

hpq are one-electron integrals and Vpqrs = (pq|rs) = ⟨pq|rs⟩ are two-electron integrals. Nu-

merically, we propagate

|ϕ(τ +∆τ)⟩ = e−∆τĤ |ϕ(τ)⟩, (3)

where |ϕ(0)⟩ = |ϕi⟩. The one-body and two-body terms in Ĥ can be split using the Trotter-

Suzuki decomposition,

e−∆τ(Ĥ1+Ĥ2) ≈ e−∆τĤ1/2e−∆τĤ2/2e−∆τĤ1/2 +O(∆τ 3), (4)

which introduces an error that scales with the timestep. The Hubbard-Stratonovic transfor-

mation and the phaseless approximation (see below) also induce timestep errors. We show

in SI Section 2 that for this work, the timestep error converges at around ∆τ =0.005 Ha−1

for frozen-core calculations, and at around 0.001 Ha−1 for all-electron calculations. We note
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that in the calculation of AFQMC energy differences, there is some approximate cancellation

of time-step errors.

The two-body operators can be decomposed as the sum of the square of one-body oper-

ators through Cholesky decomposition or density fitting. The Hubbard-Stratonovich trans-

formation then converts an exponential with two-body operators into a multidimensional

integral over fluctuating auxiliary fields, xα,

e−∆τ(
∑

α L̂2
α)/2 =

∏

α

∫ ∞

−∞

1√
2π

e−x2
α/2e

√
∆τxαL̂αdxα +O(∆τ 2), (5)

and we arrive at

|ϕ(τ +∆τ)⟩ = e−∆τĤ |ϕ(τ)⟩ =
∫

dxp(x)B̂(x)|ϕ(τ)⟩, (6)

where p(x) is a Gaussian probability density function and B̂(x) is a one-body propagator

depending on the auxiliary fields x. This multidimensional integral is evaluated using Monte

Carlo importance sampling to obtain a stochastic representation of the wave function. For

a more in-depth description of AFQMC, we refer the reader to these review articles.44,45

Due to the fermionic sign problem, the signal-to-noise ratio generally decays exponentially

during the imaginary time propagation. It is possible to eliminate the sign problem using a

constraint at the expense of a bias in the resulting energies. In this work, we use a constraint

referred to as the phaseless approximation (ph-AFQMC), where the phase of the walkers is

restricted according to a trial wavefunction. The bias induced by the trial wavefunction can

be systematically reduced by improving its quality, for example, by increasing the active

space or number of determinants included in the trial. The bias is formally zero in the limit

of the exact trial (see the next subsection, Section IV, and SI Section 3 for trial details).

We refer the reader to our previous work26 for our approach to localized ph-AFQMC (L-

AFQMC) which involves compressing the electron repulsion integrals in the localized orbital

basis. Effectively, the scaling for the energy evaluation, the steepest scaling step with system
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size, is N2M + NdetN
2 (with a prefactor depending on the compressed electron repulsion

integral tensor), where M is the number of basis functions, N is the number of electrons, and

Ndet is the number of determinants. See SI Section 4 for an estimate of localization error.

For the practical deployment of L-AFQMC, we have developed two protocols, AFQMC 0

and AFQMC I, which are discussed in detail below as well as in Section IV. AFQMC I is

a scalable AFQMC protocol (scaling ∼ N3) that achieves an accuracy comparable to that

of DLPNO-CCSD(T), albeit with a significantly larger prefactor for the computation time.

AFQMC 0 uses a black-box but less elaborate trial function, but is less accurate, particularly

for molecules with significant multireference character.

We also present results for a selected subset of molecules computed with another imple-

mentation of AFQMC.27,28 This method, which uses a generalized Wick’s theorem approach

to efficiently evaluate energies with mutlideterminantal trials, will be referred to in what

follows as W-AFQMC. The advantage of this approach is that it scales as MNdet +N2M2,

which allows the use of a larger number of determinants in the trial wavefunction at an ac-

cessible computational cost. It enables one to converge the phaseless bias to the near-exact

limit in a given basis set by increasing the number of active space orbitals and determinants

included in trial wavefunctions. We use W-AFQMC to calculate energies of the outliers ob-

tained from AFQMC I using on the order of 10,000 determinants and refer to the results in

which the L-AFQMC outliers are replaced by the W-AFQMC results as AFQMC II (along

with a select few other cases, see SI Section 3). This approach helps us to more confidently

address the question, discussed in detail below, as to whether the AFQMC I outliers are due

to the phaseless bias or more likely the result of errors in the reference data. We also run

apparent DLPNO-CCSD(T) and CCSD(T) outliers with AFQMC II to assess their status.

AFQMC Trial Generation

In this work, we use a procedure to generate multi-determinant HCI (heat bath configuration

interaction) and HCISCF trials for the entire dataset. The CAS family of trials (in this

12



work, we use the HCI solver46,47) provides a robust way of including static correlation in the

reference of AFQMC and has been shown21,30 to generally perform more accurately than

single determinant trials. Nonetheless, the selection of active space for these methods is

non-trivial. Akin to multireference perturbation theory methods, a common practice is to

use an active space, usually minimal, based on chemical intuition and to pick the leading

determinants from the expansion in this active space. However, this does not systematically

provide chemically accurate energies. Here, we generally follow a two-step process to select

the active space in a relatively automated way that can be applied to large datasets. First,

HCI is performed on a “valence” active space, selected based on the atomic composition of the

molecule. See SI Section 3 and main text Section IV for the considerations for selecting this

active space. Using the spatial 1-RDM of the resulting state, we calculate the natural orbitals

and their occupation numbers (NOONs) in the natural orbital basis. We choose a subset of

active orbitals from this set based on a NOON threshold (δ) as δ ≤ NOON ≤ 2 − δ. This

procedure is often used to flag the more correlated group of orbitals in quantum calculations.

A second HCI calculation (or HCISCF for W-AFQMC trials, refer to the SI Section 3) is then

performed with the second smaller active space, and this forms the final trial wavefunction.

Generally, we choose the number of determinants necessary to retain 99.5% of the CI weight

from this final trial wavefunction unless indicated otherwise. Briefly, AFQMC 0 is fully

automated and uses L-AFQMC, and thresholds are chosen to be loose, and for the outliers

with AFQMC 0, AFQMC I combines trials with larger active spaces, and AFQMC II in turn

combines trials with even larger active spaces run with W-AFQMC. This progression gives

some indication of the number of determinants required to converge each molecule, but not

much more than necessary. For more details, refer to the discussion in Section IV and SI

Section 3.

All L-AFQMC trials were generated with the PySCF package48 where we obtain the

Hamiltonian and electron repulsion integrals. The HCI trials are obtained using Dice46,47,49

in conjunction with PYSCF. L-AFQMC energy is measured in blocks of size 0.1 Ha−1 of 20
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timesteps each (each timestep being 0.005 Ha−1). In total, we propagate for between 2000

and 3000 such blocks for each molecule, with 1920 total walkers. W-AFQMC calculations

used the same time-step of 0.005 Ha−1 for molecules containing only first row atoms, and

used a time step of 0.0025 Ha−1 for those with heavier atoms. For W-AFQMC, we use 250

walkers and propagate for 1000 blocks of 50 timesteps each.

CCSD(T) and DLPNO-CCSD(T)

CCSD(T) and DLPNO-CCSD(T) calculations are carried out using the ORCA package50

using restricted Hartree-Fock (RHF) as the reference state. DLPNO-CCSD(T) correlation

energies are extrapolated to the complete pair natural space (PNO) using the procedure in

Altun et al.51 and employing TightPNO thresholds,52 between TCutPNO thresholds of 10−6

and 10−7 for each basis set used. The matching auxiliary basis set is used if available,

otherwise, the AutoAux53 functionality is used. Where linear dependence is encountered

with AutoAux, we increase the even-tempered expansion factor for the s-shell from 1.8 to

2.0.

Basis Sets

We use the following basis sets: aug-cc-pVXZ-DK (X = T, Q) for atoms with atomic number

less than or equal to that of oxygen, and aug-cc-pCVXZ-DK (X = T, Q) for fluorine and

heavier, obtained using the Basis Set Exchange database.54–60 This choice is motivated by

the documented improvement of basis set convergence when using core-valence or tight-d

functions in the basis set for second-row elements (Na-Cl)61–64 as well as fluorine.65 While the

split-valence aug-cc-pVXZ basis sets are not designed for core-valence correlation,66 we find

that all-electron calculations using these same basis sets can reach a respectable (especially

for CCSD(T)) albeit overall inferior accuracy (especailly for AFQMC) to the frozen core

calculations supplemented with MP2 core corrections, as discussed briefly in Section IV, and

in more in detail in SI Section 5.

14



We extrapolate all single point energies to the complete basis set (CBS) limit according

to the method of Neese and Valeev67 for T/Q extrapolation for both Hartree-Fock and

correlation energy, with α and β matching the basis set used. We use the same coefficients

α and β for the core-valence sets aug-cc-pCVXZ-DK as the corresponding aug-cc-pVXZ-DK

basis sets, where we use the aug-cc-pVXZ coefficients reported by Neese and Valeev. This

CBS procedure is used by all the methods investigated, with the exception of the more

expensive CCSD(T) and W-AFQMC where we use alternative schemes (see SI Section 3 and

Section 6).

Frozen Core Corrections

Frozen core calculations are carried out according to freezing no orbitals for H-Be, 1s orbitals

for B-Mg, and 1s and 2p orbitals for Al-Ar. We correct the core-valence energy using MP2,

∆CV = ET
CC-MP2 − ET

FC-MP2 (7)

where CC and FC denote core-correlated and frozen-core calculations, respectively. We used

the aug-cc-pCVTZ-DK basis set for both calculations. Note that we freeze the 1s electrons

in second-row atoms even in the CC calculations. In the following discussion, we focus on

the frozen core calculations (along with the MP2 core correction above) for all four method-

ologies. All electron results for CCSD(T), DLPNO-CCSD(T), and L-AFQMC are presented

and compared with the frozen core results in Tables S9 and S10 of the Supplementary Mate-

rial. In general we do not see any deterioration in accuracy from the use of the frozen core,

and recommend that this approach be used going forward for both AFQMC and CCSD(T)

based calculations.
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Relativistic Effects

Scalar relativistic effects are included through the DKH268–70 Hamiltonian for DLPNO-

CCSD(T) and CCSD(T), and x2c71 for ph-AFQMC, as x2c is not implemented in ORCA

and DKH2 is not implemented in PySCF. The MP2 core-valence corrections follow the

same relativistic corrections for each method, respectively (MP2 is carried out in ORCA

for correcting DLPNO-CCSD(T) and CCSD(T) corrections and in PySCF for ph-AFQMC

corrections). Spin-orbit corrections to atomic energies are applied using the values from

Curtiss et al.1

Heat of Formation and Atomization

Atomization energies (
∑

Eatoms,g − Emolecule,g) and heats of formation are calculated ac-

cording to the method in Ref.,1,72,73 including geometry optimization and thermochemical

properties (ZPE, enthalpy, internal energy) using the DFT functional B3LYP74,75 and basis

set 6-31G*76–79 using the Jaguar software package80 with the maximum available grid point

density. A few molecules required a higher-level geometry optimization (see SI Section 7).

After optimization, DFT single-point energies were calculated with Jaguar. We note that

the first step towards obtaining the heat of formation at 298 K is the atomization at 0 K,

and the molecule temperature corrections (from DFT), atom temperature corrections (from

experiment) and energy to change the atomic states from gas to standard state (from experi-

ment, i.e. heat of formation of the single atom in the gaseous state) are added to achieve the

heat of formation. Experimental values for the atomic heats of formation and temperature

corrections are the same as that used by Curtiss et al.,1 with the exception of the sulfur

atom heat of formation where we use 66.18 kcal/mol from ATcT40 instead of 65.66 kcal/mol.

We emphasize here that as opposed to atomization energy, the heat of formation is defined

using standard states of atoms rather than the gas phase state. Nonetheless, these quantities

are closely related and in the analysis we convert the W4 atomization energy at 0 K to heat
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of formation,

∆fH(0K) =
∑

atoms

∆fHatoms(0K)−∆aE(0K), (8)

and with the addition of aformentioned temperature correction terms from DFT (H298 K −

H0 K for the molecule) and experiment (H298 K−H0 K for the atom), we obtain ∆fH(298K).

Although these corrections are approximate (even though we expect the errors to be small),

they cancel out when obtaining the deviation from the converted W4 heat of formation

reference value as the same corrections are applied to the calculated atomization energy of

the molecule. Effectively, the deviation D becomes

D = ∆fHexpt(298K)−∆fHcalc(298K) (9)

or

D = −(∆aEW4(0K)−∆aEcalc(0K)) (10)

for G2/G3 and W4-11/W4-17 sets, respectively, where the only effect of the conversion

of the W4 reference values to heat of formation is a change in sign of the deviation from

the reference atomization energy. This simple change ensures we are comparing the same

quantities.

Atomic Energies

The treatment of atoms is essential in achieving the targeted accuracy. An explicit near-exact

treatment of core-valence correlation on par with valence correlation, as is done in W4-17,

requires expensive core-valence corrections. In AFQMC, similar to other projection QMC

approaches, the description of core-valence correlations requires onerous convergence of time-

step errors. Furthermore, it has been shown that AFQMC atom energies can be difficult to

calculate.35 Hence, we converge the atomic energies with a large number of determinants in

W-AFQMC. A less expensive and simpler alternative is to fit the values of the atoms to the
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experimental data, which benefits from cancellation of errors. We use this approach for the

other benchmark methods. For small molecules, a relatively inexpensive version of the first

approach can be shown to work quite well, however, for larger molecules, any difference in

molecule versus atom accuracy for a given method is compounded.

Atom energies for all methods are fit as free parameters according to the combined G2/G3

set experimental heats of formation (with the addition of AlCl, AlF, AlH, and AlH3 in the

W4-11 using the converted reference values to heat of formation); for each respective method

we obtain a separate least squares multivariate linear regression fit with atomic energies as

parameters, calculated heats of formation as dependent variables, and the loss function is

the experimental vs calculated heats of formation,

∆fHexpt,molecule −∆fHcalc,molecule =
∑

atom

NatomEatom + cmolecule, (11)

where ∆fHexpt,molecule and ∆fHcalc are the experimental and calculated heats of formation

for that molecule, and Natom is the number of the atom constituting the molecule. The

energy of the atom, Eatom, is the fitting variable, and cmolecule are the constant terms (for

each molecule, i.e. independent of Eatom) such as the temperature terms, energy of the

molecule, and heat of formation of the atoms, used when we minimize the left-hand side of

the equation above. We have 189 such correlated equations for the 189 molecules in the G2

and G3 sets.

The initial guess for atom energies in the atomic energy fit is the ab initio atom energies

obtained through each method respectively. It is worth noting that a small error (i.e. slight

imperfection in cancellation of error between atom and molecule energy) in the ab initio

atom energies is multiplied by the number of atoms in the molecule. While we do add spin-

orbit corrections to atomic energies using the values from Curtiss et al.,1 this only applies

to the initial guess and such atom-related corrections will be encompassed in the final fitted

atom energy.
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These fitted atom energies are used to calculate the atomization energies for the W4

set. Alternatively, using W-AFQMC, we show that by using around 104 determinants in a

natural orbital active space the deviation from experiment is near-chemical accuracy without

fitting atomic energies. However, we do not expect cancellation of error between molecules

and atoms in this case, as we expect both molecular and atomic energies to be close to

exact within this method. For the present, for methods that are not asymptotically exact

like W-AFQMC, we thus recommend the atom fitting approach, even though i) the efficacy

depends on the accuracy of a method across the entire dataset where fitting occurs, ii) the

data set must be sufficiently large, and iii) the resultant atom energies are specific to the

other conditions of the fit (basis set and electronic structure method). The third point also

applies to ab inito atom energies but to a less tailored extent. The reader is referred to SI

Section 8 for the resulting fitted atomic energies.

IV. Results and Discussion

Overall Performance of CCSD(T) and AFQMC-based Methods

We begin by evaluating the overall performance of the four methods discussed in Section

III: CCSD(T), DLPNO-CCSD(T), AFQMC I, and AFQMC II, across our chosen datasets.

Figure 1 displays the root mean square deviation (RMSD) in the enthalpies of formation

calculated using these methods, as detailed in Section III. For the combined dataset (rep-

resented by the far-right bar in Figure 1), the RMSD values for all methods fall within

1 kcal/mol, and as we will see below, all four methods have a very small number of out-

liers with deviations from benchmark experiments or computations greater than 2 kcal/mol.

We conclude that for main group chemistry, the localized (and hence scalable) versions of

both coupled cluster and AFQMC achieve our target of reliably obtaining near-chemical

accuracy for chemical transformations, sufficient for elucidating chemical reaction mecha-

nisms in complex systems. Results along these lines have been presented previously for
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DLPNO-CCSD(T) (although not for as large and extensively curated a data set involving

experimental and high-level theoretical references), but not for AFQMC. The present exer-

cise establishes AFQMC as a robust alternative benchmark quantum chemical methodology,

albeit at a higher computational cost than DLPNO-CCSD(T). See SI Section 9 for examples

of the computational costs of each method.

Figure 1: Root-mean-square deviations of the calculated heat of formation of G2, G3 and W4-
11/17 datasets with respect to experiment (G2 and G3) or W4 reference values (W4-11, W4-17) for
each benchmark method. ‘DLPNO’ refers to DLPNO-CCSD(T). The number of molecules in our
mutually exclusive definition of G2, G3, W4-11, and W4-17 are 116, 73, 38, and 32. The separated
MR subset refers to the 10 molecules from Table S20, from a combination of G2, W4-11, and W4-
17. The combined set consists of the total 259 molecules. The horizontal dashed line at 1 kcal/mol
refers to the standard of chemical accuracy.

With regard to the detailed results in Figure 1, a few comments can be made. Firstly, full

CCSD(T) displays the smallest RMS error across all four methods. This is most pronounced

for the W4-11 data set, which is not surprising as the benchmark theory used to establish

reference values is based on a coupled cluster approach. For the G3 data set, the difference

is barely noticeable, reflecting likely performance when comparing with experimental data
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in practice.

Secondly, the most difficult data set for all methods is, unsurprisingly, but not guaranteed,

the subset of 10 cases that we have identified as “multireference” (MR). We classify molecules

as multireference based on a set of diagnostics developed by Karton et. al.,3,4 as discussed

in more detail in Section 10 of the Supplementary Material. For the coupled-cluster based

methods, only one molecule, ozone, stands out as displaying an error in excess of 2 kcal/mol.

Despite formally being a single reference methodology, the treatment of electron correlation

via CCSD(T) appears to be powerful enough to handle many wavefunctions with nontrivial

multireference character. DLPNO-CCSD(T) here displays a noticeable (although not large)

degradation from full CCSD(T). For AFQMC, an improvement is obtained in the treatment

of MR molecules by upgrading the trial function in the AFQMC II approach. Details of

results for each quantum chemical method for all of the MR cases can be found in the SI

Section 10.

Figure 2: Number of outlier molecules for each method and dataset, where outlier is defined as
having larger than 2 kcal/mol deviation in heat of formation from the reference value. ‘DLPNO’
refers to DLPNO-CCSD(T).
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We next analyze the outliers observed across the different data sets and methods, the

number of which are summarized in Figure 2 below. A number of interesting points can

be made regarding the outliers, which are enumerated along with results for the various

computational methods in Table 2. Firstly, neither AFQMC I, AFQMC II nor the two

coupled cluster based methods have any outliers for the W4-11 and W4-17 data sets, where

the reference values are taken from ultrahigh level computation. Secondly, while CCSD(T)

and DLPNO-CCSD(T) have a larger number of outliers than AFQMC II based on our

(somewhat arbitrary) cutoff for the deviation from the reference of 2 kcal/mol, a perusal

of the data in Table 2 shows that, with the exception of ozone (where we believe that

the multireference character is great enough to cause significant errors in CCSD(T) and

DLPNO-CCSD(T), which can then be reduced via a large trial function in AFQMC II), the

computational results for the five remaining molecules are closer to each other than they

are to the experimental reference data. A likely interpretation of the results is that the

experiments have a residual error of a few kcal/mol (possibly as large as 3-4 kcal/mol for

3-butyn-2-one), and that in fact, the reliability of our scalable benchmark methods is higher

than what is suggested in Figure 2. In contrast to a number of other cases that initially

appeared to be outliers but were resolved by newer experiments, as discussed in Section II,

we were unable to find any relatively recent experimental data. Note that the value of having

two distinct computational methods which can be compared, suggested in the Introduction,

is already manifested in this analysis. Without the complementary AFQMC I and AFQMC

II results, one might conclude that CCSD(T) has occasional outliers even for single-reference

main group molecules and that higher-order treatments are required to achieve even the 2

kcal/mol accuracy threshold that we have set.

Having summarized the overall performance of our various methodologies, we next ex-

amine more carefully the differences between the scalable (DLPNO-CCSD(T) and AFQMC

I) and benchmark (CCSD(T) and AFQMC II) versions of our two high level wavefunction

based approaches. For the vast majority of molecules in the present data sets, equivalent
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Table 2: All combined outliers for CCSD(T), DLPNO-CCSD(T), AFQMC I and
AFQMC II and their respective deviations against reference heat of formation are
reported in kcal/mol.

Molecule Dataset CCSD(T) DLPNO-CCSD(T) AFQMC I AFQMC II
Ozone G2, MR -2.07 -3.24 -2.57(25) -0.96(35)

Pyrazine G3 -1.96 -2.52 -3.11(77) -1.74(53)
3-Butyn-2-one G3 -3.35 -3.57 -4.68(55) -4.60(69)

Cl2O2S G3 -3.53 -3.43 -1.98(69) -1.99(78)
Cyclooctatetraene G3 -1.99 -2.42 -1.43(65) -1.49(104)

Pyrimidine G3 2.40 2.49 1.76(55) 1.76(55)

results are obtained. However, it is useful to examine the cases where there are noticeable

differences to see whether a systematic explanation is possible.

Comparison of CCSD(T) and DLPNO-CCSD(T) Results

Table 3 below presents the 10 molecules with the largest deviations between the CCSD(T)

and DLPNO-CCSD(T) results, in order of the size of the deviations (see SI Section 11 for

a correlation plot). The interesting point here is that most of these molecules are classified

as MR by our diagnostic criteria. This observation suggests that the DLPNO localization

scheme may have more difficulties as the MR character of the wavefunction increases. Having

said that, the deviations are in general quite small (and in some cases the DLPNO-CCSD(T)

results are not clearly inferior to CCSD(T) when comparing with the reference value). We

would view the question as to whether the performance of DLPNO-CCSD(T) for main group

MR molecules is a significant source of concern (beyond the general question of the accuracy

of the underlying CCSD(T) approximation) as a subject for future investigation.

Detailed Discussion of ph-AFQMC Methodology

In contrast to our coupled cluster based calculations, for which we utilize well established

methods implemented by the Neese group in ORCA, the scalable AFQMC I protocol dis-

cussed above required significant novel methodology development. We therefore discuss
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Table 3: DLPNO-CCSD(T) and CCSD(T) deviations in kcal/mol, against the reference
heats of formation. The difference between DLPNO-CCSD(T) and CCSD(T) devia-
tions are also reported in kcal/mol. The multireference (MR) criteria is according to
Table S20.

Molecule Dataset DLPNO-CCSD(T) CCSD(T) Difference MR?
S4 W4-11 -1.26 0.66 1.92 Yes

N2O4 W4-17 0.03 1.67 1.64 Yes
Ozone G2 -3.24 -2.07 1.17 Yes
BN W4-11 -0.53 0.85 1.38 Yes
ClF5 W4-17 -0.93 0.12 1.05 Yes
C2 W4-11 -1.40 -0.54 0.86 Yes

Ph-Cl G3 -0.60 0.21 0.81 No
S3 W4-11 0.05 0.82 0.77 Yes

Ph-CH3 G3 -1.15 -0.42 0.74 No
Benzoquinone G3 -1.40 -0.69 0.72 No

AFQMC I development and implementation in detail in what follows. Specification of the

AFQMC II protocol given AFQMC I as a starting point is straightforward, using the general

procedure described in Section III.

We first perform an initial run of the 259 molecules in our datasets with relatively small

initial active spaces (AS), including only the valence electrons and 4 orbitals per atom (ex-

cluding hydrogen). Additionally, we set a loose NOON (natural orbital occupation number)

cutoff at 0.01, allowing for the selection of active orbitals in the second SHCI step with

NOONs ranging from 0.01 to 1.99. The initial and final active spaces chosen for every

molecule are listed in the SI and more details about the procedure can be found in SI Sec-

tion 3. Although this relatively cheap procedure results in around 80% of molecules being

run with 1 determinant trials, and on average 2 determinants (maximum 70 determinants),

it performs sufficiently well such that 88% of the molecules achieve an unsigned deviation of

less than 2 kcal/mol, and achieves an RMSD of 1.67 and MAD (mean absolute deviation)

of 1.02 and across the entire combined dataset. We denote this procedure as AFQMC 0.

For the G2 dataset, the RMSD is 1.19 kcal/mol and the MAD is 0.88 kcal/mol. Similarly,

for the G3 dataset, the RMSD and MAD are 1.27 kcal/mol and 0.99 kcal/mol, respectively,

both of which are quite respectable. However, the performance of AFQMC 0 significantly
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declines for W4 datasets, with an RMSD of 3.04 kcal/mol for W4-11 and 1.70 kcal/mol

for W4-17, with respective MADs of 1.26 kcal/mol and 1.33 kcal/mol. This reduced level

of accuracy primarily stems from the enhanced presence of multireference molecules (8/10

from Table S4) in the W4 data sets. The RMSD is furthermore skewed by the presence of

a few very large outliers. The 30 outliers for AFQMC 0 are enumerated in detail in Section

12 of the Supplementary Material. A few of the largest errors are listed below in Table 4.

Table 4: The top outliers from AFQMC 0 protocol. Deviations ((∆fHexpt(298K) −
∆fHcalc(298K)) for G2/G3 and ∆aEW4(0K)−∆aEcalc(0K) for W4) are listed in kcal/mol
with statistical errors in parentheses. After the first CI is performed with an active
space (AS) based on orbital maps to the atoms of the molecules (refer Table S4) that
returns the ‘First CI AS’ listed, the second AS (shown here as ‘TZ final AS’ and ‘QZ
final AS’, as the NOONs have a slight basis set dependency due to approximations such
as the SHCI solver) is chosen from those orbitals from the first AS that have NOONs
of between 0.01 and 1.99. The final number of determinants is set by the number of
determinants required to get to 99.5% saturation of the CI coefficients.

Molecule Dataset Deviation First CI AS TZ final AS QZ final AS
TZ final
#dets

QZ final
#dets

BN W4-11, MR -10.51(61) 4e+4e,8o 1e+1e,2o 1e+1e,2o 2 2
C2 W4-11, MR -14.62(43) 4e+4e,8o 1e+1e,2o 1e+1e,2o 2 2

Ozone G2, MR -5.05(51) 9e+9e,12o 2e+2e,3o 2e+2e,3o 3 3
3-Butyn-2-one G3 -4.27(57) 11e+11e,20o 1e+1e,2o 1e+1e,2o 2 2

ClCOF W4-17 3.00(72) 12e+12e,16o 1e+1e,1o 1e+1e,1o 1 1
Dioxetan2one W4-17 3.04(80) 13e+13e,20o 1e+1e,1o 1e+1e,1o 1 1

ClF5 W4-17, MR 3.13(104) 21e+21e,24o 1e+1e,2o 1e+1e,1o 2 1
OCS G2 3.25(67) 8e+8e,12o 1e+1e,1o 1e+1e,1o 1 1
LiF G2 3.38(39) 4e+4e,5o 1e+1e,1o 1e+1e,1o 1 1

Pyrimidine G3 3.51(53) 13e+13e,24o 2e+2e,4o 1e+1e,3o 6 1
HClO4 W4-17 4.16(82) 15e+15e,20o 1e+1e,1o 1e+1e,1o 1 1

In the AFQMC methodology, the standard approach to address outliers (including those

of increasing MR character) is to create a better trial function, using for example an expanded

active space as well as more determinants. To address the 17 outliers identified in the G2

and G3 sets and the 13 outliers in the W4-11 and W4-17 sets, we recalculated energies by

expanding the valence space by one shell and applying a stricter NOON threshold. This

approach reduced the number of outliers to 6 in G2/G3 (bicyclobutane, ozone, Li2, LiF,

pyrazine, 3-butyn-2-one) and 4 in W4-11/W4-17 (BN, C2, N2O4, silole).

For these remaining outliers, we apply further modifications, starting with a further

increase of the initial active space and the adjusting of the NOON threshold (see SI Section
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3 for details). This procedure successfully reduced the list of outliers to only ozone, pyrazine,

and 3-butyn-2-one for G2/G3 and none for W4-17. This improves the MAD from 1.02

kcal/mol to 0.78 kcal/mol and RMSD from 1.67 kcal/mol to 0.98 kcal/mol. As noted above,

pyrazine and 3-butyn-2-one experimental values are potentially suspect, which suggests that

ozone is the only real outlier in AFQMC I, which has among the highest multireference

character in the dataset.

In summary, AFQMC I starts from AFQMC 0 and successively increases the active

space for the outliers (starting with increasing the initial active space and tightening the

NOON threshold if one wants to keep the CI % retained similar) and hence, the number of

determinants. The combination of the best trials fall under “AFQMC I” (see SI for a full list).

The aim behind running the dataset in a progressive fashion and only applying larger orbital

maps (i.e. orbitals per atom) and stricter thresholds to outliers is a compromise. The goal

is achieving useful AFQMC results with close to minimal number of determinants necessary

for each molecule, while also reducing manual processes in the selection of active spaces to

enable generation of a large amount of benchmark data. AFQMC 0, the fully automated

protocol with loose thresholds, performs decently, but by using larger orbital maps for a

small percentage of the molecules AFQMC I results in a large improvement of error over the

entire dataset.

Under circumstances where the reference is unknown, typically having a converged en-

ergy with respect to, for example, determinants30 (See SI Section 3 for an example) gives

confidence in the AFQMC benchmark value unless the CI expansion is qualitatively wrong.

This process can become expensive, and based on our heuristic we have observed some

guidelines for which type of trial and whether convergence is necessary for certain types of

molecules. Observing the AFQMC 0 outliers, a few categories of molecules stand out: i)

multireference molecules ii) small (< 4 atoms) molecules containing Li, F, or S atoms, iii)

conjugated systems, iv) strained systems, and v) halogen oxoacids. The only exceptions to

these are diethyl ketone (deviation 2.22 kcal/mol) and HNCO (deviation 2.63 kcal/mol). Af-
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ter an expanded valence space to two instead of one shell, and a 0.001 instead of 0.01 NOON

threshold, the remaining real outliers as discussed above mostly fall into the multireference

category. Therefore, for main group thermochemistry, for the above categories of outliers

(except multireference), we recommend AFQMC 0 with these alternative thresholds. On the

other hand, we still recommend that multireference molecules be converged with respect to

the active space size and number of determinants.

Where performing calculations with more than 3600 determinants with L-AFQMC does

not converge the absolute deviation to < 2 kcal/mol, we perform W-AFQMC calculations,

using on the order of 104 determinants. As discussed above, we designate the resulting data

set, in which the outlier results from AFQMC I are replaced by W-AFQMC derived values,

as AFQMC II (along with a few other molecules with e.g. experimental discrepancies, see

SI Section 3 Tables S6 and S7 for a full list). The net result is that only 3-butyn-2-one

is an outlier for the entire dataset of 259 molecules with AFQMC II, with a deviation of

-4.6 kcal/mol. As this value is within 1.5 kcal/mol of all of the other methods (L-AFQMC,

CCSD(T), and DLPNO-CCSD(T)), in addition to this molecule not satisfying any of the

multireference criteria, and furthermore having no experimental value from ATcT or theoret-

ical value from W4, it seems highly likely that the experimental value may require updating.

Furthermore, as noted above, the fact that CCSD(T), DLPNO-CCSD(T), and AFQMC I

results are quite close to W-AFQMC results for the remaining outliers in Table 2 increases

confidence that the discrepancies with the experimental reference values for these molecules

are also due to experimental error. The ability to perform W-AFQMC calculations for this

subset of cases is critical to our suggestion that experimental error is a likely explanation for

the deviations of the remaining methods.

Finally, we have investigated the accuracy of the AFQMC I (but not AFQMC II) protocols

using all-electron calculations. While this is generally expected to be less accurate due to

deficiencies in the aug-cc-pVXZ split-valence Dunning basis sets for correlating core electrons

(and to some extent aug-cc-pCVXZ for correlating 1s), we find that overall the all-electron
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calculations still display an MAD of ∼ 1 kcal/mol for the entire dataset, although with more

outliers. Interestingly, although the timestep error is much larger for all electron than frozen

core and does not cancel between atoms and molecules, the atom-fit for the same timestep

(we used 0.005 Ha −1) demonstrates an impressive cancellation of error even though more

molecules require larger trials to be run in order to reduce the relative timestep error. We

refer the reader to the SI Section 5 for a more detailed discussion of frozen vs non-frozen

results, as well as timestep errors in SI Section 2.

V. Conclusion

In this study, we have investigated the performance of three benchmark-level wavefunction

approaches — CCSD(T), DLPNO-CCSD(T), and ph-AFQMC—in the context of main group

element thermochemistry. The study highlights the ability of the more scalable DLPNO-

CCSD(T) and localized ph-AFQMC to achieve accuracies remarkably close to canonical

CCSD(T), showcasing their significance in the generation of accurate benchmark chemical

data in recent years. The results demonstrate that both DLPNO-CCSD(T) and ph-AFQMC

methods consistently deliver RMSDs of below 1 kcal/mol across these selected datasets, ad-

hering to the standard of chemical accuracy, as well as a maximum error of 2 kcal/mol across

the entire data set, excepting one or two cases. These above observations highlight the po-

tential of ph-AFQMC as a robust benchmark method that is able to produce accurate results

for the small molecules tested here, and is also promising for larger and more challenging

systems.

The G2 and G3 test sets and the W4 sets are chosen on account of the readily available

and accurate reference values. Further critical investigation of scalable benchmark methods

such as DLPNO-CCSD(T) and AFQMC for larger systems is valuable, with the difficulty

of such investigation being the lack of accurate experimental references and the computa-

tional expense of generating benchmark-level calculations for large datasets of such systems.
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Regardless, the current studies in the literature are moving towards that direction.30,67 In

addition, the multireference diagnostic used in this study is by no means exhaustive, and in-

vestigation of multireference character in particular for a comparison of DLPNO-CCSD(T),

AFQMC and other scalable methods is illustrative for the purposes of ascertaining the po-

tential for evaluating challenging systems.

While we have shown that we can achieve an accuracy of < 2 kcal/mol for virtually all the

molecules tested here by increasing the sophistication of the ph-AFQMC trial, finding the

most compact trial wavefunction is a challenging multifaceted direction that is ongoing in the

ph-AFQMC community. Furthermore, while we have semi-automated the trial generation

for ph-AFQMC, there are still non-black-box elements. An algorithm that can find the most

compact trial for every molecule in a black-box manner is highly desired but elusive at this

point in time. Additionally, alternative AFQMC constraints and algorithms are also being

explored in the literature to increase accuracy and decrease the computational cost. AFQMC

is developing at a rapid rate, and moving forward, the improvements in implementation and

protocol will cement this method as a powerful tool for electronic structure.

Finally, the thorough benchmarking conducted in this study is crucial for establishing

benchmark datasets that evaluate the performance of DFT functionals. This will also aid the

development of correction schemes aimed at enhancing the accuracy DFT by significantly

reducing both the magnitude and frequency of outliers. We discuss this in detail in our

subsequent work.
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1. List of Molecules

Table S1: Full list of molecules, the name in SI tables and xyz file name (.xyz files provided in a
separate .zip along with the SI), the mutually exclusive datasets sorted in reporting for this work,
the common chemical name, and the chemical formula.

Name in SI Tables Dataset Common Name Formula

2-butyne G2 2-Butyne C4H6

Acetaldehyde G2 Acetaldehyde CH3CHO

Acethylene G2 Ethyne C2H2

Acetone G2 Acetone CH3COCH3

AlCl3 G2 Aluminum trichloride AlCl3

AlF3 G2 Aluminum trifluoride AlF3

Allene G2 Allene CH2=C=CH2

Aziridine G2 Aziridine C2H4NH

BCl3 G2 Trichloroborane BCl3

Benzene G2 Benzene C6H6

BF3 G2 Trifluoroborane BF3

Bicyclo-1-1-0-butane G2 Bicyclo-1-1-0-butane C4H6

CCl2CCl2 G2 Perchloroethene CCl2CCl2

CCl4 G2 Perchloromethane CCl4

CF2CF2 G2 Perfluoroethene CF2CF2

CF3-CN G2 2,2,2-Trifluoroacetonitrile CF3-CN

CF4 G2 Perfluoromethane CF4

CH2CH-CN G2 Acrylonitrile CH2CH-CN

CH2Cl2 G2 Dichloromethane CH2Cl2

CH2F2 G2 Difluoromethane CH2F2

CH3-CH2-CH2-Cl G2 Propyl chloride CH3-CH2-CH2-Cl

CH3-CH2-Cl G2 Ethyl chloride CH3-CH2-Cl

CH3-CH2-O-CH3 G2 Methoxyethane CH3-CH2-O-CH3

CH3-CH2-SH G2 Ethanethiol CH3-CH2-SH

CH3-CN G2 Acetonitrile CH3-CN

CH3-O-CH3 G2 Methoxymethane CH3-O-CH3

CH3-O-NO G2 Methyl nitrite CH3-O-NO

CH3-S-CH3 G2 Dimethyl sulfphide CH3-S-CH3
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CH3-SH G2 Methanethiol CH3-SH

CH3-SiH3 G2 Methyl silane CH3-SiH3

CH3CFO G2 Acetyl fluoride CH3CFO

CH3Cl G2 Chloromethane CH3Cl

CH3COCl G2 Acetyl chloride CH3COCl

CH3CONH2 G2 Acetamide CH3CONH2

CH3COOH G2 Acetic acid CH3COOH

CH3NO2 G2 Nitromethane CH3NO2

CH4 G2 Methane CH4

CHCl3 G2 Chloromethane CHCl3

Cl2 G2 Dichlorine Cl2

ClF G2 Fluorine chloride ClF

CLF3 G2 Chloride trifluoride CLF3

ClNO G2 Nitrosyl chloride ClNO

CO G2 Carbon monoxide CO

CO2 G2 Carbon dioxide CO2

CS G2 Carbon monosulfide CS

CS2 G2 Carbon disulfide CS2

Cyanogen G2 Cyanogen NCCN

Cyclobutane G2 Cyclobutane C4H8

Cyclobutene G2 Cyclobutene C4H6

Cyclopropane G2 Cyclopropane C3H6

Cyclopropene G2 Cyclopropene C3H4

Dimethylamine G2 Dimethylamine (CH3)2NH

Dimethylsulfoxide G2 Dimethylsulfoxide (CH3)2SO

Ethane G2 Ethane C2H6

Ethanol G2 Ethanol CH3CH2OH

Ethenone G2 Ethenone H 2C=C=O

Ethylene G2 Ethylene C2H4

F2 G2 Difluroine F2

F2O G2 Hypofluorous anhydride F2O

Furan G2 Furan C4H4O
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Glyoxal G2 Oxaldehyde HCOCOH

H2 G2 Dihydrogen H2

H2CO G2 Formaldehyde H2CO

H2NNH2 G2 Hydrazine H2NNH2

H2O G2 Water H2O

HCF3 G2 Trifluromethane HCF3

HCl G2 Hydrogen chloride HCl

HCN G2 Hydrogen cyanide HCN

HCOOCH3 G2 Methyl formate HCOOCH3

HCOOH G2 Formic acid HCOOH

HF G2 Hydrofluoric acid HF

HOCl G2 Hypochlorous acid HOCl

HOOH G2 Hydrogen peroxide HOOH

Isobutane G2 Isobutane C4H10

Isobutene G2 Isobutene C4H8

Isopropyl-alcohol G2 Isopropanol (CH3)2CHOH

Ketene G2 Ketene C2H2O

Li2 G2 Dilithium Li2

LiF G2 Lithium fluroide LiF

LiH G2 Lithium hydride LiH

Methanol G2 Methanol H3COH

Methylamine G2 Methylamine CH3NH2

Methylene-cyclopropane G2 Methylene-cyclopropane C4H6

N2 G2 Dinitrogen N2

Na2 G2 Disodium Na2

NaCl G2 Sodium chloride NaCl

NF3 G2 Nitrogen trifluoride NF3

NH3 G2 Ammonia NH3

NNO G2 Nitrous oxide NNO

OCS-m1 G2 Carbon oxide sulfide OCS-m1

Oxirane G2 Oxirane C2H4O

Ozone G2 Ozone O3
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P2 G2 Diphosphorus P2

PF3 G2 Triflurophosphorus PF3

PH3 G2 Phosphine PH3

Propane G2 Propane C3H8

Propene-CS G2 Propylene CH3CH=CH2

Propyne G2 Propyne CH3CCH

Pyridine G2 Pyridine C5H5N

Pyrole G2 Pyrrole C4H5N

SH2 G2 Hydrogen sulfide SH2

Si2H6 G2 Disilane Si2H6

SiCl4 G2 Silicon tetrachloride SiCl4

SiF4 G2 Silicon tetrafluoride SiF4

SiH4 G2 Silane SiH4

SiO G2 Silicon monoxide SiO

SO2 G2 Sulfur dioxide SO2

Spiropentane G2 Spiropentane C5H8

Thiooxirane G2 Thiirane C2H4S

Thiophene G2 Thiophene C4H4S

Trans-1-3-butadiene G2 1-3-butadiene C4H6

Trans-butane G2 Butane C4H10

Trans-ethylamine G2 Ethylamine CH3CH2NH2

Trimethyl-amine G2 Trimethyl amine N(CH3)3

Vinyl-chloride G2 Vinyl chloride H2C=CHCl

Vynil-fluoride G2 Vinyl fluoride H2C=CHF

1,3-cyclohexadiene G3 1,3-Cyclohexadiene (C2H4)(CH)4

1,3-DiFluorobenzene G3 1,3-Difluorobenzene C6H4F2

1,4-DiFluorobenzene G3 1,4-Difluorobenzene C6H4F2

2-methyl G3 2-Methylthiophene CH3C4H3S

2,5-Dihydrothiophene G3 2,5-dihydrothiophene C6H6S

3-methyl G3 3-methylpentane C6H14

Acetic G3 Acetic anhydride C4H6O3

azulene G3 Azulene C10H8
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benzoquinone G3 Benzoquinone C6H4O2

c2f6 G3 Hexafluoroethane C2F6

C4H4N2 G3 Pyrazine C4H4N2

C4H6 G3 Methyl allene CH3-CH=C=CH2

C4H6O G3 Divinyl ether O(CH=CH2)2

C4H8O2 G3 1,4-Dioxane C4H8O2

C5H8 G3 Isoprene C5H8

C6H12 G3 Cyclohexane C6H12

C6H5-CH3 G3 Toluene PhCH3

C6H5-NH2 G3 Aniline PhNH2

C6H5-OH G3 Phenol PhOH

cf3cl G3 Chlorotrifluoromethane CF3Cl

CH3_2CH-CHO G3 Isobutanal CH3_2CH-CHO

CH3_2CH-CN G3 Isobutane nitrile CH3_2CH-CN

CH3_2CH-O-

CH_CH3_2

G3 Diisopropyl ether CH3_2CH-O-

CH_CH3_2

CH3_3C-NH2 G3 t-Butyl amine CH3_3C-NH2

CH3_3C-O-CH3 G3 t-Butyl methyl ether CH3_3C-O-CH3

CH3_3C-SH G3 t-Butanethiol CH3_3C-SH

CH3-C_O_-CCH G3 3-butyn-2-one C4H4O

CH3-C_O_-O-

CH_CH3_2

G3 Isopropyl acetate CH3-C_O_-O-

CH_CH3_2

CH3-C_O_-OCH3 G3 Methyl acetate CH3-C_O_-OCH3

CH3-CH_OCH3_2 G3 1,1-dimethoxy ethane CH3-CH_OCH3_2

CH3-CH2-CH_CH3_-

NO2

G3 Nitro-s-butane CH3-CH2-CH_CH3_-

NO2

CH3-CH2-CO-CH2-CH3 G3 Diethyl ketone CH3-CH2-CO-CH2-CH3

CH3-CH2-O-CH2-CH3 G3 Diethyl ether CH3-CH2-O-CH2-CH3

CH3-CH2-S-S-CH2-CH3 G3 Diethyl disulfide CH3-CH2-S-S-CH2-CH3

CH3-CHCH-CHO G3 Crotonaldehyde CH3-CHCH-CHO

CH3-CO-CH2-CH3 G3 Methyl ethyl ketone CH3-CO-CH2-CH3

Chlorobenzene G3 Chlorobenzene PhCl
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Cl2O2S G3 Chlorosulfinyl hypochlo-

rite

Cl2O2S

Cl2S2 G3 Disulfur dichloride Cl2S2

cyclooctatetraene G3 1,3,5,7-Cyclooctatetraene C8H8

cyclopentane G3 Cyclopentane C5H10

cyclopentanone G3 Cyclopentanone C5H8O

dimethyl G3 Dimethyl sulfone (CH3)2SO2

Fluorobenzene G3 Fluorobenzene PhF

n-Butyl G3 n-Butyl chloride CH3(CH2)3Cl

n-heptane G3 n-Heptane C7H16

n-hexane G3 n-Hexane C6H14

N-methyl G3 N-Methyl pyrrole C5H7N

n-octane G3 n-Octane C8H18

n-pentane G3 n-Pentane C5H12

Naphthalene G3 Naphthalene C10H8

NC-CH2-CH2-CN G3 Succinonitrile NC-CH2-CH2-CN

Neopentane G3 Neopentane C(CH3)4

P4 G3 Tetraphosphorus P4

para-cyclohexadiene G3 1,4-Cyclohexadiene C6H8

PCl3 G3 Phosphorus trichloride PCl3

PCl5 G3 Phosphorus pentachloride PCl5

Perhydropyridine G3 Piperidine C5H10NH

pf5 G3 Phosphorus pentafluoride PF5

POCl3 G3 Phosphorus oxychloride POCl3

pyrimidine G3 Pyrimidine C4H4N2

SCl2 G3 Sulfur dichloride SCl2

sf6 G3 Sulfur hexafluoride SF6

SiCl2 G3 Dichlorosilane SiCl2

SO3 G3 Sulfur trioxide SO3

t-butanol G3 t-Butanol (CH3)3COH

t-Butyl G3 t-Butyl chloride (CH3)3CCl

tetrahydrofuran G3 Tetrahydrofuran C4H8O
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Tetrahydropyran G3 Tetrahydropyran C5H10O

Tetrahydropyrrole G3 Tetrahydropyrrole C4H8NH

Tetrahydrothiophene G3 Tetrahydrothiophene C4H8S

Tetrahydrothiopyran G3 Tetrahydrothiopyran C5H10S

Tetramethylsilane G3 Tetramethylsilane (CH3)4Si

alcl W4-11 Aluminum monochloride AlCl

alf W4-11 Aluminum monofluoride AlF

alh W4-11 Aluminum monohydride AlH

alh3 W4-11 Aluminum trihydride AlH3

b2h6 W4-11 Diborane B2H6

bf W4-11 Beryllium monofluoride BF

bh W4-11 Beryllium monohydride BH

bh3 W4-11 Borane BH3

bhf2 W4-11 Difluoroborane BHF2

c-hono W4-11 cis-Nitrous acid c-HONO

c-n2h2 W4-11 cis-Diazine c-N2H2

ch2nh W4-11 Methanimine CH2NH

ch3f W4-11 Fluoromethane CH3F

clcn W4-11 Nitryl chloride ClCN

dioxirane W4-11 Dioxirane CH2O2

f2co W4-11 Carbonyl fluoride F2CO

fccf W4-11 Difluoroacetylene FCCF

hccf W4-11 Fluoroacetylene HCCF

hcno W4-11 Formonitrile oxide HCNO

hcof W4-11 Formyl fluoride HCOF

hnco W4-11 Isocyanic acid HNCO

hnnn W4-11 Hydrogen azide HNNN

hno W4-11 Nitrosyl hydride HNO

hocn W4-11 Cyanic acid HOCN

hof W4-11 Hypofluorous acid HOF

nh2cl W4-11 Chloramine NH2Cl

oxirene W4-11 Oxirene C2H2O
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s2o W4-11 Disulfur monoxide S2O

sih3f W4-11 Fluorosilane SiH3F

t-hono W4-11 trans-Nitrous acid t-HONO

t-n2h2 W4-11 trans-Diazine t-N2H2

c2h5f W4-11 Fluoroethane C2H5F

bn W4-11 Boron nitride BN

c2 W4-11 Dicarbon C2

cl2o W4-11 Dichlorine monoxide Cl2O

foof W4-11 Dioxygen difluoride FOOF

s3 W4-11 Trisulfur S3

s4-c2v W4-11 Tetrasulfur (C2v) S4 (C2v)

beta-lactim W4-17 Beta-lactim (C3H4N)OH

borole W4-17 Borole C4H5B

c2cl2 W4-17 Dichloroacetylene C2Cl2

c2cl6 W4-17 Hexachloroethane C2Cl6

c2clh W4-17 Chloroethyne C2ClH

ccl2o W4-17 Phosgene CCl2O

cf2cl2 W4-17 Dichlorodifluoromethane CF2Cl2

ch2clf W4-17 Chlorofluoromethane CH2ClF

ch3ph2 W4-17 Methylphosphine CH2PH2

cis-c2f2cl2 W4-17 cis-Dichlorodifluoroethene c-CF2Cl2

clcof W4-17 Carbonyl chloride fluoride ClCOF

cyclobutadiene W4-17 Cyclobutadiene C4H4

cyclopentadiene W4-17 Cyclopentadiene H6C5

dioxetan2one W4-17 1,3-Dioxetan-2-one H2C2O3

dioxetane W4-17 Dioxetane H4C2O2

dithiotane W4-17 1,3-Dithiotane H4C2S2

fno W4-17 Nitrosyl fluoride FNO

formamide W4-17 Formamide CH3NO

formic-anhydride W4-17 Formic-anhydride H2C2O3

hclo4 W4-17 Perchloric acid HClO4

hoclo2 W4-17 Chloric acid HOClO2
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hoclo W4-17 Chlorous acid HOClO

n2o4 W4-17 Dinitrogen tetraoxide N2O4

nh2f W4-17 Fluoroamine NH2F

nh2oh W4-17 Hydroxylamine NH2OH

oxadiazole W4-17 Oxadiazole H2C2N2O

oxetane W4-17 Oxetane H6C3O

silole W4-17 Silole H6C4Si

tetrahedrane W4-17 Tetrahedrane C4H4

trans-c2f2cl2 W4-17 trans-

Dichlorodifluoroethene

t-CF2Cl2

clf5 W4-17 Chlorine pentafluoride ClF5

cloocl W4-17 Chlorine peroxide ClOOCl
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2. Timestep Errors

Table S2: AFQMC atomization energies in kcal/mol for the molecule FOOF with all electron cal-
culation. Bottom of the table shows various reference atomization energy values in kcal/mol.

Time step (a.u.) Atomization energy ∼ Core hrs cost

0.0050 142.5(4) 2500
0.0025 144.1(4) 5000
0.0010 145.3(6) 10500

ATcT reference 146.4
W4 146.0

As a demonstration, we show the timestep error for the molecule FOOF, where we calculate both

the atom and molecule energies using W-AFQMC with 10000 determinants for the molecule and 10000

determinants for the atoms. Instead of the MP2 basis correction to get to the CBS limit from aug-cc-pVTZ-

DK and aug-cc-pVQZ-DK (see main text Section III), for this exercise this molecule is small enough to

run aug-cc-pVTZ-DK and aug-cc-pVQZ-DK directly. The convergence with timestep is shown in Table S2.

The computational scaling with timestep is linear.

Looking at Figure S1, all electron atomic energies display a less pronounced dependence on the AFQMC

time-step compared to the molecular energy. This results in a notable time-step error in atomization

energies. Note that there are multiple sources of time step errors in AFQMC: Trotter decomposition,

Hubbard-Stratonovich transformation, hybrid and phaseless approximations, with the last two being trial

dependent. Calculations with frozen core electrons or those using basis sets without tight core functions

exhibit a much weaker time-step dependence. Indeed, the timestep error for the molecule can reach the

order of 10 kcal/mol by using 0.005 Ha−1 instead of 0.0025 Ha−1 when using a single determinant trial

without frozen core. In contrast, for most cases a timestep of 0.005 Ha−1 is sufficient when freezing core

electrons. For example, Table S3 shows the single point energies using L-AFQMC all-electron calculation,

with a 1 determinant trial for CCl4. Real space methods, like diffusion Monte Carlo, also struggle with

time step issues, and the field often resorts to pseudopotentials to avoid substantial costs. AFQMC, as an

orbital space method, offers the convenient option of freezing core electrons (not possible in DMC) and

adding composite perturbative corrections from cheaper methods.
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Figure S1: All electron AFQMC CBS energies (with respect to the corresponding time step 0.001 a.u. values) as
a function of time step for FOOF.

Table S3: Single point energies (SPEs) for CCl4 L-AFQMC run with a 1 determinant trial for
all-electron and frozen-core (without MP2 core-valence corrections), for the "TZ" basis set as used
in the main text. For comparison, SPE with a 200 determinant trial is also shown for all-electron,
displaying slightly lower timestep erorr. All values are reported in atomic units.

Timestep SPE all-electron 1 det SPE frozen core 1 det SPE all-electron 200 dets
0.00125 -1884.01412(60) -1882.64117(63) -1884.01443(66)
0.0025 -1884.01220(78) -1882.64127(48) -1884.01136(59)
0.0050 -1883.99762(61) -1882.64129(58) -1883.99929(53)
0.010 -1883.96231(74) -1882.64146(45) -1883.96526(56)
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3. AFQMC Procedure in Detail

L-AFQMC — AFQMC 0, AFQMC I

In selecting the first active space, the number of orbitals for each atom is chosen according to one of the

schemes in Table S4, and for the molecule the number of active orbitals is the sum of that for the constituent

atoms. The number of active electrons per atom is the number of valence electrons starting from the last

noble gas (H:1, He:2, Li:1, Be:2, B:3 ...). This automated procedure mimics "chemical intuition", where

the orbital maps represent "electron shells" — for example, 4 orbitals from the last noble gas constitute

the s and p shells in the first and second rows (where the 1st row starts at Li, as commonly denoted in

the literature). We find that this first choice of active space also often results in a relatively large energy

separation between the active and inactive orbitals in the canonical restricted Hartree Fock basis, which

is another way that has been used in the literature to choose active orbitals1,2 and which we consider for

manual selection of active spaces for some molecules in the all-electron calculations (see SI Section 5), but

not for AFMQC 0 which is fully automated. For AFQMC 0, orbital map I from Table S4 is used for every

molecule.

Table S4: Number of active orbitals that are chosen for each constituent atom in the molecule, for
the first round of SHCI. 1st row refers to atoms from lithium to neon, and 2nd row refers to atoms
from sodium to argon. AFQMC 0 is fully automated and only uses orbital map I. AFQMC I aims
to achieve an economical balance between orbital maps I, II, III, and in a small number of cases,
IV or V, as well as the NOON thresholds that determine the active space to run a second and final
SHCI.

First AS
Orbital Maps H 1st row 2nd row

I 0 4 4
II 1 8 10
III 1 17 19
IV 1 23 23
V 1 27 23

AFQMC 0 selects the second active space from orbitals that are between 0.01 and 1.99 occupancy from

NOONs. We used a SHCI threshold of ϵ1 = 10−4 for the first CASCI, and an ϵ1 = 10−5 for the second

CASCI.

In cases where we seek to obtain a large final active space, we use a larger number of orbitals for the
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Table S5: Convergence of C2 with respect to active space and number of determinants. Refer to
Table S4 for orbital map meanings. Deviation is reported in kcal/mol from the reference heat of
formation (see main text Section III for details).

Valence orbital map NOON Initial AS Final AS Dets CI % CBS Energy Sterr Deviation
(Ha) (kcal/mol) (kcal/mol)

I 0.01 4e+4e, 8o 1e+1e, 2o 2 99.50% -75.82118 0.43 -14.62
II 0.001 4e+4e, 16o 4e+4e, 8o 62 99.50% -75.834882 0.34 -6.02
III 0.005 4e+4e, 34o 4e+4e, 12o 289 99.50% -75.84212 0.20 -1.48
III 0.001 4e+4e, 34o 4e+4e, 17o 771 99.50% -75.84274 0.13 -1.09

first SHCI. We take the outliers from AFQMC 0 and use orbital map II, and if that does not the converge

the result then we move on top orbital map III. The systematic progression is as follows: AFQMC 0

(orbital map I, NOON threshold 0.01) → orbital map II, NOON threshold 0.001 → orbital map III,

NOON threshold 0.005. Only BN, LiF and Li2 required orbital maps IV and V. AFQMC 0 is deliberately

chosen to be loose, while the following progressions prioritize using a larger first active space and the NOON

threshold were chosen based on how many determinants can be realistically used with L-AFQMC (which

for this work we cap at 2000 or 3000) where we still maintain close to 99% of the CI weight. Table S6

show the trials required for each molecule, where "I, 0.01" is always the AFQMC 0 trial, and for AFQMC I

and AFQMC II, the outliers are replaced with more sophisticated trials, where available. The trial shown

is the smallest orbital map required (out of the list in Table S4) to achieve < 2kcal/mol deviation, and

the combination of these trials comprise AFQMC I. The few molecules which have thresholds that deviate

from the "default" NOON thresholds of 0.001 or 0.005 for orbital map II and III respectively are either

limited by the number of determinants that our computational resources allow (if higher) or require more

determinants (if lower). See Table S5 for an example. As mentioned in the main text, we run a few

additional W-AFQMC trials other than the AFQMC I outliers, to check the updated experimental values

or geometry discrepancies (see main text Section II and Table S7 below).

Table S6: The full list of molecules and trials (valence orbital map, NOON threshold, and CI%
retained if not 99.5%) are reported, as well as if the molecule is an outlier (>2 kcal/mol deviation
from the reference value), and the number of determinants for each trial. Unless indicated otherwise,
the trials shown are for L-AFQMC, and "I, 0.01" is the AFQMC 0 protocol, while AFQMC I uses
more sophisticated trials for the outliers of AFQMC 0. The number of determinants shown are for
the TZ basis set.

Molecule Datasets AFQMC 0 AFQMC I AFQMC II AFQMC 0 AFQMC I AFQMC II AFQMC 0 AFQMC I AFQMC II

outlier? outlier? outlier? dets dets dets

2-butyne G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Acetaldehyde G2 I, 0.01 I, 0.01 I, 0.01 1 1 1
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Acethylene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Acetone G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

AlCl3 G2 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

AlF3 G2 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

Allene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Aziridine G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

BCl3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Benzene G2 I, 0.01 I, 0.01 I, 0.01 5 5 5

BF3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Bicyclo-1-1-0-

butane

G2 I, 0.01 III, 0.005 W-AFQMC Yes 1 234 10000

CCl2CCl2 G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

CCl4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CF2CF2 G2 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

CF3-CN G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CF4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH2CH-CN G2 I, 0.01 I, 0.01 W-AFQMC 2 2 10000

CH2Cl2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH2F2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CH2-CH2-

Cl

G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CH2-Cl G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CH2-O-CH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CH2-SH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CN G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-O-CH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-O-NO G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

CH3-S-CH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-SH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-SiH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3CFO G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3Cl G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3COCl G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3CONH2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3COOH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3NO2 G2 I, 0.01 I, 0.01 I, 0.01 3 3 3

CH4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CHCl3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Cl2 G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

ClF G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

CLF3 G2,

MR

I, 0.01 II, 0.001 II, 0.001 Yes 2 1971 1971

ClNO G2 I, 0.01 I, 0.01 I, 0.01 13 13 13

CO G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CO2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

CS G2 I, 0.01 I, 0.01 I, 0.01 12 12 12

CS2 G2 I, 0.01 I, 0.01 I, 0.01 13 13 13

Cyanogen G2 I, 0.01 I, 0.01 I, 0.01 12 12 12

Cyclobutane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Cyclobutene G2 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

Cyclopropane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Cyclopropene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Dimethylamine G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Dimethylsulfoxide G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Ethane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1
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Ethanol G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Ethenone G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Ethylene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

F2 G2 I, 0.01 II, 0.001 II, 0.001 Yes 2 13 13

F2O G2 I, 0.01 II, 0.001 II, 0.001 Yes 1 257 257

Furan G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Glyoxal G2 I, 0.01 I, 0.01 I, 0.01 3 3 3

H2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

H2CO G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

H2NNH2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

H2O G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HCF3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HCl G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

HCN G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HCOOCH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HCOOH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HF G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HOCl G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

HOOH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Isobutane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Isobutene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Isopropyl-alcohol G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Ketene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Li2 G2 I, 0.01 V, 1e-5 V, 1e-5 Yes 1 5 5

LiF G2 I, 0.01 V, 1e-5 W-AFQMC Yes 1 48 10000

LiH G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Methanol G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Methylamine G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Methylene-

cyclopropane

G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

N2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Na2 G2 I, 0.01 I, 0.01 I, 0.01 2 2 2

NaCl G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

NF3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

NH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

NNO G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

OCS-m1 G2 I, 0.01 II, 0.001 II, 0.001 Yes 1 439 439

Oxirane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Ozone G2,

MR

I, 0.01 III, 0.002,

98.5%

W-AFQMC Yes Yes 3 2234 10000

P2 G2 I, 0.01 I, 0.01 I, 0.01 15 15 15

PF3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

PH3 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Propane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Propene-CS G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Propyne G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Pyridine G2 I, 0.01 I, 0.01 I, 0.01 5 5 5

Pyrole G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SH2 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Si2H6 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SiCl4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SiF4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SiH4 G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SiO G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

SO2 G2 I, 0.01 I, 0.01 W-AFQMC 3 3 10000
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Spiropentane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Thiooxirane G2 I, 0.01 II, 0.001 II, 0.001 Yes 1 24 24

Thiophene G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Trans-1-3-

butadiene

G2 I, 0.01 II, 0.001 II, 0.001 Yes 1 15 15

Trans-butane G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Trans-ethylamine G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Trimethyl-amine G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

Vinyl-chloride G2 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

Vynil-fluoride G2 I, 0.01 I, 0.01 I, 0.01 1 1 1

1,3-

cyclohexadiene

G3 I, 0.01 II, 0.001 II, 0.001 Yes 1 131 131

1,3-

DiFluorobenzene

G3 I, 0.01 I, 0.01 I, 0.01 2 2 2

1,4-

DiFluorobenzene

G3 I, 0.01 I, 0.01 I, 0.01 6 6 6

2-methyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

2,5-

Dihydrothiophene

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

3-methyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Acetic G3 I, 0.01 II, 0.001 II, 0.001 Yes 1 1166 1166

azulene G3 I, 0.01 II, 0.001,

98%

W-AFQMC Yes 12 2347 10000

benzoquinone G3 I, 0.01 I, 0.01 W-AFQMC 6 6 10000

c2f6 G3 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

C4H4N2 G3 I, 0.01 II, 0.001 W-AFQMC Yes Yes 7 736 10000

C4H6 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C4H6O G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C4H8O2 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C5H8 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C6H12 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C6H5-CH3 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C6H5-NH2 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

C6H5-OH G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

cf3cl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_2CH-CHO G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_2CH-CN G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_2CH-O-

CH_CH3_2

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_3C-NH2 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_3C-O-CH3 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3_3C-SH G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-C_O_-

CCH

G3 I, 0.01 III,

0.005,98.5%

W-AFQMC Yes Yes Yes 2 1701 10000

CH3-C_O_-O-

CH_CH3_2

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-C_O_-

OCH3

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-

CH_OCH3_2

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CH2-

CH_CH3_-NO2

G3 I, 0.01 I, 0.01 I, 0.01 3 3 3

CH3-CH2-CO-

CH2-CH3

G3 I, 0.01 II, 0.001 II, 0.001 Yes 1 2 2

CH3-CH2-O-

CH2-CH3

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1
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CH3-CH2-S-S-

CH2-CH3

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

CH3-CHCH-CHO G3 I, 0.01 I, 0.01 I, 0.01 2 2 2

CH3-CO-CH2-

CH3

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Chlorobenzene G3 I, 0.01 I, 0.01 I, 0.01 5 5 5

Cl2O2S G3 I, 0.01 I, 0.01 W-AFQMC 2 2 10000

Cl2S2 G3 I, 0.01 I, 0.01 I, 0.01 6 6 6

cyclooctatetraene G3 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

cyclopentane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

cyclopentanone G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

dimethyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Fluorobenzene G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

n-Butyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

n-heptane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

n-hexane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

N-methyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

n-octane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

n-pentane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Naphthalene G3 I, 0.01 I, 0.01 W-AFQMC 7 7 10000

NC-CH2-CH2-

CN

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Neopentane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

P4 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

para-

cyclohexadiene

G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

PCl3 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

PCl5 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Perhydropyridine G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

pf5 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

POCl3 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

pyrimidine G3 I, 0.01 II, 0.001 II, 0.001 Yes 6 1054 1054

SCl2 G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

sf6 G3 I, 0.01 I, 0.01 W-AFQMC 1 1 10000

SiCl2 G3 I, 0.01 I, 0.01 I, 0.01 2 2 2

SO3 G3 I, 0.01 I, 0.01 I, 0.01 3 1 1

t-butanol G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

t-Butyl G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

tetrahydrofuran G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Tetrahydropyran G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Tetrahydropyrrole G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Tetrahydrothiophene G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Tetrahydrothiopyran G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

Tetramethylsilane G3 I, 0.01 I, 0.01 I, 0.01 1 1 1

alcl W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

alf W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

alh W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

alh3 W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

b2h6 W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

bf W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

bh W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

bh3 W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

bhf2 W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

c-hono W4-11 I, 0.01 I, 0.01 I, 0.01 2 2 2

c-n2h2 W4-11 I, 0.01 I, 0.01 I, 0.01 2 2 2
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ch2nh W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

ch3f W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

clcn W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

dioxirane W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

f2co W4-11 I, 0.01 II, 0.001 II, 0.001 Yes 1 25 25

fccf W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hccf W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hcno W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hcof W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hnco W4-11 I, 0.01 II, 0.001 II, 0.001 Yes 1 50 50

hnnn W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hno W4-11 I, 0.01 I, 0.01 I, 0.01 2 2 2

hocn W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

hof W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

nh2cl W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

oxirene W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

s2o W4-11 I, 0.01 I, 0.01 W-AFQMC 2 2 10000

sih3f W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

t-hono W4-11 I, 0.01 I, 0.01 I, 0.01 2 2 2

t-n2h2 W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

c2h5f W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

bn W4-11,

MR

I, 0.01 IV, 0.001 IV, 0.001 Yes 2 1597 1597

c2 W4-11,

MR

I, 0.01 III, 0.001 III, 0.001 Yes 2 771 771

cl2o W4-11 I, 0.01 I, 0.01 I, 0.01 1 1 1

foof W4-11,

MR

I, 0.01 I, 0.01 W-AFQMC 13 13 10000

s3 W4-11,

MR

I, 0.01 I, 0.01 W-AFQMC 3 3 10000

s4-c2v W4-11,

MR

I, 0.01 I, 0.01 W-AFQMC 10 10 10000

clf5 W4-17,

MR

I, 0.01 II, 0.001,

98.5%

II, 0.001,

98.5%

Yes 2 2187 2187

cloocl W4-17,

MR

I, 0.01 I, 0.01 I, 0.01 5 5 5

beta-lactim W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

borole W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

c2cl2 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

c2cl6 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

c2clh W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

ccl2o W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

cf2cl2 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

ch2clf W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

ch3ph2 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

cis-c2f2cl2 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

clcof W4-17 I, 0.01 II, 0.001 II, 0.001 Yes 1 481 481

cyclobutadiene W4-17 I, 0.01 II, 0.001 II, 0.001 Yes 1 52 52

cyclopentadiene W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

dioxetan2one W4-17 I, 0.01 II, 0.001 II, 0.001 Yes 1 191 191

dioxetane W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

dithiotane W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

fno W4-17 I, 0.01 I, 0.01 I, 0.01 2 2 2

formamide W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

formic-anhydride W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1
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hclo4 W4-17 I, 0.01 II, 0.001,

99%

II, 0.001,

99%

Yes 1 2428 2428

hoclo2 W4-17 I, 0.01 II, 0.001 II, 0.001 Yes 1 3086 3086

hoclo W4-17 I, 0.01 II, 0.001 II, 0.001 Yes 1 553 553

n2o4 W4-17,

MR

I, 0.01 II, 0.002 W-AFQMC Yes 70 3506 10000

nh2f W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

nh2oh W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

oxadiazole W4-17 I, 0.01 I, 0.01 I, 0.01 3 3 3

oxetane W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

silole W4-17 I, 0.01 III, 0.005,

99%

III, 0.005,

99%

Yes 2 1621 1621

tetrahedrane W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

trans-c2f2cl2 W4-17 I, 0.01 I, 0.01 I, 0.01 1 1 1

W-AFQMC

The procedure for the W-AFQMC is similar to that for the trials run using L-AFQMC discussed above,

with differences accounting for the ability to run with more determinants. We also attempt to converge

atom energies with this implementation rather than use the fitted atom energies, due to the ability to run

upwards of 10 thousand determinants and in account of atomic energies being difficult to calculate with

AFQMC.3 Firstly, we use an active space with all valence electrons and the 100 lowest energy valence

Hartree Fock orbitals for the first HCI calculation, rather than selecting based on a (generally smaller)

orbital map as above. This space can be enlarged further for bigger or more correlated molecules, but

we found our choice to be sufficient for the mostly single-reference molecules studied here. We used

an ϵ1 = 10−4 threshold for the variational HCI calculations for molecules, while a tighter threshold of

ϵ1 = 5 × 10−5 for atoms. To choose active space for the second calculation, we use a NOON threshold of

0.001 for molecules and 0.0001 for atoms. For this study, this procedure produced active spaces of up to

60 orbitals. Finally, rather than HCI calculation as above, we perform an HCISCF calculation using this

active space with the same ϵ1 as in the first step. The goal here is not to converge the HCISCF calculation

very well, but to generate a good set of orbitals to allow compact HCI expansions. We use up to 104

leading determinants from the HCI expansion in these optimized orbitals as trial states in AFQMC. This

choice for the number of determinants was made based on tests of convergence for a set of molecules from

the multireference subset, which requires more determinants for convergence. As an illustrative example,

we show the convergence trace with respect to the number of determinants for the ozone molecule in Fig.

S2. The energy is converged within stochastic error bars at 103 determinants in this case.
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Table S7: All of the molecules run using the W-AFQMC (these, combined with the rest of the
molecules run using AFQMC I, form AFQMC II) and their deviations in kcal/mol, and statistical
error in parentheses. The "AFQMC I" results are shown for comparison, a combination of AFQMC
0 and better trial wavefunctions. DLPNO-CCSD(T) and CCSD(T) deviations are also shown for
comparison. Azulene and naphthalene CCSD(T) results are unavailable due to limitations in disk
space.

Molecule Dataset AFQMC I AFQMC II DLPNO CCSD(T)
AlCl3 G2 1.10(48) -1.95(43) 0.77 0.73
AlF3 G2 1.78(58) -1.41(35) 0.11 0.14

Bicyclo-1-1-0-butane G2 -1.74(42) -1.50(43) -1.92 -1.92
CF2CF2 G2 0.33(58) -1.28(69) 0.32 0.40

CH2CH-CN G2 0.61(73) -0.83(35) -0.79 -0.74
Cyclobutene G2 -0.52(46) -0.38(36) -0.19 -0.14

LiF G2 0.91(11) 0.47(9) 1.17 1.18
Ozone G2, MR -2.57(25) -0.96(35) -3.24 -2.07
SO2 G2 -1.88(74) -0.76(43) -1.62 -1.24

Vinyl-chloride G2 -1.17(47) -1.26(27) -0.13 -0.11
azulene G3 1.73(99) 0.99(105) 0.53 N/A

benzoquinone G3 -1.77(70) -1.92(85) -1.40 -0.69
c2f6 G3 1.72(85) 0.55(91) 1.19 1.22

3-butyn-2-one G3 -4.68(55) -4.60(69) -3.57 -3.35
C4H4N2 G3 -3.11(77) -1.74(53) -2.52 -1.96
Cl2O2S G3 -1.98(69) -1.99(78) -3.43 -3.53

cyclooctatetraene G3 -1.43(65) -1.49(104) -2.42 -1.99
Naphthalene G3 -0.37(89) -1.15(113) -1.02 N/A

sf6 G3 -1.46(89) -0.60(88) -1.61 -1.71
foof W4-11, MR -0.69(78) 0.60(52) -1.12 -0.57
s2o W4-11 0.17(52) -1.48(35) -0.21 0.52
S3 W4-11, MR -0.71(47) -0.34(86) 0.05 0.82
S4 W4-11, MR 0.07(79) -1.44(88) -1.26 0.66

n2o4 W4-17, MR -1.47(79) -1.09(79) 0.03 1.67
RMSD 1.74(14) 1.54(15) 1.67 1.55
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Figure S2: Convergence of the ground state energy of ozone with respect to the number of determinants in the
trial calculated using W-AFQMC. We used the aug-cc-pVTZ-DK basis set and froze the core electrons. The trial
active space obtained using the natural orbital procedure has the size (18e, 37o).

We used the following formula, due to Martin,4 for performing two-point CBS extrapolations:

En = E∞ +
A

(n+ 1
2
)4
, (S1)

where n is the cardinality of the basis set. We denote the CBS limit obtained using basis sets of cardinality

n1 and n2 using method M as En1n2
M . aug-cc-PVnZ-DK basis sets were used for frozen core AFQMC and

MP2 calculations. We add the MP2 basis set correction to AFQMC energies as

EAFQMC,∞ ≈ EDT
AFQMC + EQ5

MP2 − EDT
MP2. (S2)

In a few cases where the 5Z basis set HF calculations could not be converged, we used the EQT
MP2 energy

instead.

The AFQMC II results involve taking select molecules (e.g. outliers, or molecules with experimental

uncertainty) and running using the aforementioned protocol, and combining these results with the AFQMC

I of molecules not run using this second implementation (see Table S6). Again, AFQMC II progressively

builds on AFQMC I. Note that these basis sets and CBS extrapolation schemes only apply to W-AFQMC,

where we prioritize running with a large number of determinants. For AFQMC 0, AFQMC I, CCSD(T),

and DLPNO-CCSD(T), see the main text for the basis sets and CBS. The full list of trials run using
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W-AFQMC is shown in Table S7. For this subspace of data, AFQMC, CCSD(T), and DLPNO-CCSD(T)

perform very similarly,.
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4. AFQMC Localization

For all molecules and trials for L-AFQMC, we use the compression threshold of TSVD 0.0001, which is

shown to be close to convergence (of energy) to the non-compressed implementation.5 For a representative

molecule, CCl4, as shown in Table S8, with AFQMC 0 (1 determinant in this case), the compression rate

is 60% for frozen core and 80% for all-electron. The CBS energy difference between L-AFQMC with and

without compression is -0.06 kcal/mol, for the frozen core calculation, which is one tenth of the statistical

error. On the other hand, the all-electron compression error is on the order of -3 kcal/mol. For reference,

the energy of the 200 determinant CCl4 trial also mentioned in the above section is -1884.5075(11), which

is closer to the no LO value. As with the timestep error, we expect the LO error to decrease with increasing

the active space in the trial. However, this is at the expense of less compression.

Table S8: CBS energy for frozen vs no frozen core for CCl4 single determinant trial.

LO CBS Energy (Ha) No LO CBS Energy (Ha) Difference (kcal/mol)
Frozen core -1882.7855(10) -1882.7856(10) -0.06
All electron -1884.5015(12) -1884.5062(12) -2.98
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5. Frozen Core vs. All Electron Performance

As discussed in Section 2 above, the all electron calculations display a larger timestep error, which requires

a larger number of determinants to converge and is not fully cancelled out by the atoms, even with atom

fitting. Here, we look at the differences in overall performance between frozen core (with MP2 core-valence

correction) and all-electron calculations. Table S9 lists the RMSD for the combined dataset for each

method, with frozen and all-electron. Table S10 lists the number of outliers for each method. While

the RMSD using all-electron calculation is decent across the dataset, the number of outliers significantly

increases compared to frozen core.

Table S9: RMSD for the combined dataset of 259 molecules for frozen vs all electron calculations
for each method, reported in kcal/mol.

Methood AFQMC 0 AFQMC I CCSD(T) DLPNO-CCSD(T)
Frozen 1.67 0.98 0.77 0.87

All electron 2.16 1.25 0.84 1.04

Table S10: Total number of outliers for frozen vs all electron calculation for each method.

Methood AFQMC 0 AFQMC I CCSD(T) DLPNO-CCSD(T)
Frozen 30 3 4 6

All electron 58 15 8 15

For a detailed list of all deviations, frozen and all electron, as well as the statistical errors, the AFQMC

0 and AFQMC I details (trial, active space, determinants for both TZ and QZ basis sets), as well as lists

of the atomic energies, refer to the .xslx spreadsheet also provided. Due to the difficulty of converging the

all-electron trials, there are many cases where manual trials were selected in the way of chemical intuition

and looking at orbital energies and symmetries to confirm the relatively larger deviation values are not

due to the NOON selection procedure selecting qualitatively wrong CI expansions (AFQMC 0 remains as

is without manual selection). For these manual selections, only one round of SHCI/SHCISCF is run with

ϵ1 = 5× 10−5, and the orbitals are selected from the HOMO-LUMO gap in the canonical (RHF) basis.
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6. Composite CCSD(T) CBS

For the majority of G3 molecules and some G2 molecules (benzene, spiropentane, butane, trimethyl-amine),

we are unable to run full CCSD(T) at the aug-cc-pVQZ-DK level due to limitations in disk space of the

temporary directory of each of our computational nodes (2 TB). Therefore, we settle for a composite scheme

where the CCSD(T) energy for aug-cc-p(C)VQZ-DK is extrapolated from DLPNO and cc-p(C)VQZ-DK

CCSD(T).

E
aug-cc-p(C)VXZ
CCSD(T) ≈ E

cc-p(C)VXZ
CCSD(T) + E

aug-cc-p(C)VXZ
DLPNO 6/7 − E

cc-p(C)VXZ
DLPNO 6/7 (S3)

where DLPNO 6/7 means DLPNO-CCSD(T) extrapolated with TCut6 and TCut7 PNO thresholds as

discussed in main text Section III. Overall, we do not get a significant difference using this composite

CBS compared to full CCSD(T) aug-cc-p(C)VTZ/aug-cc-p(C)VQZ extrapolation. Table S11 shows the

difference in single point energy between regular T/Q and this composite scheme. The composite scheme

is consistently higher in energy, which means for calculating atomization energy the atom fit will cancel

out the difference further.

Table S11: Difference in energy between the regular CCSD(T) T/Q CBS and CCSD(T) using the
composite CBS scheme for the W4-17 set, reported in kcal/mol.

Molecule CBS energy diff

(kcal/mol)

beta-lactim -0.20

borole -0.15

c2cl2 -0.12

c2cl6 N/A

c2clh -0.09

ccl2o -0.08

cf2cl2 -0.16

ch2clf -0.15

ch3ph2 -0.10

cis-c2f2cl2 -0.24

clcof -0.15

clf5 -0.82

cloocl 0.00

cyclobutadiene -0.20
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cyclopentadiene -0.21

dioxetan2one -0.27

dioxetane -0.22

dithiotane -0.22

fno -0.24

formamide -0.10

formic-anhydride -0.15

hclo4 -0.09

hoclo2 -0.14

hoclo -0.12

n2o4 -0.04

nh2f -0.12

nh2oh -0.13

oxadiazole -0.41

oxetane -0.12

silole -0.18

tetrahedrane -0.17

trans-c2f2cl2 -0.31
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7. Alternative Geometries

To assist SCF convergence, for the W4 "multireference" (TAEMR, which is separate from our MR subset,

refer Section 10) molecules (BN, C2, Cl2O, FOOF, S3, S4, ClF5, F2O and ClOOCl), as well as a few

other exceptions that help converge either AFQMC, CCSD(T) or DLPNO-CCSD(T) (CCl2CCl2, SO3,

HClO4, HOClO2, HOClO, S2O, and N2O4), we use the CCSD(T)/cc-pV(Q+d)Z geometries provided by

the W4-116 and W4-177 sources for CCSD(T), DLPNO-CCSD(T) and AFQMC. In particular, we note,

as shown in Table S12, cases where the CCSD(T) energy is noticeably improved (by > 2 kcal/mol) after

using the CCSD(T)-optimized geometry. All geometries used in the correlated methods are provided in a

.zip file.

Table S12: Comparison of CCSD(T) deviations from experiment for the molecules where the
B3LYP/6-31G* optimized geometry shows a difference of > 2 kcal/mol in energy from that op-
timized by CCSD(T)/cc-pV(Q+d)Z.7

Molecule B3LYP/6-31G*
CCSD(T) deviation

CCSD(T)/cc-pV(Q+d)Z
CCSD(T) deviation

SO3 -1.87 0.23
HClO4 -6.75 1.11

HOClO2 -3.88 0.73
HOClO -1.91 0.28
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8. Atom Energies

Table S13: Frozen core atom energy without MP2 core correction for CCSD(T). Ab initio energies
are obtained the same way as for molecules in the main text (T/Q CBS extrapolation, see main text
Section III). Atomic energies fit to G2/G3 as discussed in Section III. The difference between these
energies is shown in kcal/mol.

CCSD(T) atom Fitted atom energies (Ha) Ab inito atom energies (Ha) Diff (kcal/mol)
C -37.80495 -37.80485 -0.059
O -75.05708 -75.05855 0.919
S -398.75915 -398.75935 0.124
F -99.75609 -99.75658 0.304
N -54.55929 -54.55991 0.387
B -24.60865 -24.60916 0.321
Na -162.39546 -162.39489 -0.357
Al -242.37215 -242.37132 -0.517
Si -289.54608 -289.54398 -1.318
P -341.64853 -341.64883 0.188
Cl -461.12061 -461.11929 -0.827
Li -7.45643 -7.45327 -1.986

Atom energies before and after fitting to G2/G3 for the CCSD(T) and DLPNO-CCSD(T) methods

are shown in Tables S13 and S14. Ab initio atom energies are obtained using the same method as for

molecules (TZ/QZ CBS, see main text), and in addition with spin-orbit corrections.8 Atoms such as O

and Si can be different on the order of 1 kcal/mol, while Li has a 2 kcal/mol in difference. Shown in

Table S15 are the CCSD(T) RMSDs of the W4-11 and W4-17 datasets using the fitted atom energies (only

using G2/G3 data) and using ab initio aotm energies. There are no outliers (> 2kcal/mol) using the fitted

atomic energies, while the outliers using ab initio atom energies are N2O4 (2.78 kcal/mol), C2Cl6 (-6.95

kcal/mol) and FOOF (3.01 kcal/mol).

We also note that the cases where AFQMC I and AFQMC 0 have different fitted atom energies, as

shown in Tables S16 and S17. The all-electron (no frozen core) atom energies show more difference upon

improving the results with AFQMC I, possibly due to the reduction of timestep error with using larger

trials. The carbon atom energy being the most robust reflects the relative abundance of carbon in the

G2/G3 datasets.
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Table S14: Frozen core atom energy without MP2 core correction for DLPNO-CCSD(T). Ab initio
energies are obtained the same way as for molecules in the main text (T/Q CBS extrapolation with
TCutPNO 6/7, see main text Section III). Atomic energies fit to G2/G3 as discussed in Section III.
The difference between these energies is shown in kcal/mol.

DLPNO atom Fitted atom energies (Ha) Ab inito atom energies (Ha) Diff (kcal/mol)
C -37.80453 -37.80477 0.152
O -75.05634 -75.05763 0.806
S -398.75851 -398.75867 0.101
F -99.75562 -99.75537 -0.153
N -54.55851 -54.55947 0.605
B -24.60857 -24.60927 0.442
Na -162.39518 -162.39485 -0.208
Al -242.37209 -242.37148 -0.381
Si -289.54591 -289.54389 -1.272
P -341.64780 -341.64814 0.208
Cl -461.12023 -461.11867 -0.980
Li -7.45643 -7.45325 -1.996

Table S15: CCSD(T) RMSD of the W4 datasets in kcal/mol, using atom energies fitted from the
G2/G3 experimental data compared to using ab initio atom energies from CCSD(T) with spin-orbit
coupling and CBS extrapolation (see main text Section III).

CCSD(T) Atom W4-11 W4-17
Fitted 0.44 0.79

Ab initio 0.94 1.71

Table S16: Frozen core atom energy without MP2 core correction for AFQMC 0 and AFQMC I,
fitted to G2/G3 heats of formation. The difference between these energies is shown in kcal/mol.

AFQMC atom, Fitted atom energies Fitted atom energies Diff (kcal/mol)
frozen AFQMC 0 (Ha) AFQMC I (Ha)

C -37.80593 -37.80592 -0.009
O -75.05872 -75.05884 0.079
S -398.76035 -398.76024 -0.066
F -99.75762 -99.75756 -0.039
N -54.56073 -54.56062 -0.068
B -24.60945 -24.60962 0.104
Na -162.39617 -162.39618 0.006
Al -242.37202 -242.37209 0.046
Si -289.54708 -289.54712 0.028
P -341.64971 -341.64975 0.022
Cl -461.12163 -461.12158 -0.030
Li -7.45746 -7.45650 -0.605
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Table S17: All-electron atom energy without MP2 core correction for AFQMC 0 and AFQMC I,
fitted to G2/G3 heats of formation. The difference between these energies is shown in kcal/mol.

AFQMC atom, Fitted atom energies Fitted atom energies Diff (kcal/mol)
no frozen AFQMC 0 (Ha) AFQMC I (Ha)

C -37.84282 -37.84281 -0.008
O -75.10131 -75.10148 0.107
S -399.17722 -399.17728 0.040
F -99.81872 -99.81892 0.128
N -54.60029 -54.60011 -0.110
B -24.64709 -24.64622 -0.547
Na -162.45462 -162.45432 -0.189
Al -242.77266 -242.77236 -0.191
Si -289.95449 -289.95407 -0.260
P -342.06083 -342.06072 -0.069
Cl -461.54156 -461.54194 0.236
Li -7.45773 -7.45707 -0.412
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9. Computational Timings

Table S18: Timings of different benchmark methods for three molecules, for the basis aug-cc-pVTZ-
DK.

Molecule CCSD(T) DLPNO AFQMC 0 AFQMC I W-AFQMC AFQMC 0 AFQMC I W-AFQMC
dets dets dets

Unit CPU CPU GPU GPU CPU
Bicyclobutane 1.20 1.44 35.4 347 530 1 1098 10000

N2O4 2.48 1.68 42.4 904 1175 80 3506 10000
Azulene >176 30.9 111 3840 5440 12 2347 10000

Shown in Table S18 is the number of computational hours required for each benchmark method.

DLPNO refers to DLPNO-CCSD(T). Units are reported in hours (e.g. CPU hours or GPU hours). Azulene

CCSD(T) time is the time elapsed before the calculation exhausts the temporary storage in the compute

node and as a result we do not have a finished calculation for CCSD(T) energy. While we have not at-

tempted to convert GPU hours and CPU hours to the same unit due to variations in hardware, GPU

hours are usually much more expensive (on the order of 50×9). Therefore, for large determinant trials,

W-AFQMC displays a cost advantage, although L-AFQMC runs much faster in real time due to GPU par-

allelization. However, we only use 250 walkers with W-AFQMC while we use 1920 walkers for L-AFQMC,

and we reduce the amount of energy evaluation times by 2.5× for W-AFQMC compared to L-AFQMC.

While the larger active space and determinants for the W-AFQMC trial compensates for the statistical

error to an extent, to achieve the same statistical error as L-AFQMC (Table S19) requires more sampling

which will increase the computational time significantly. These factors make a quantitative comparison

difficult. What is clear is the advantage of CCSD(T) and DLPNO-CCSD(T) for small systems, which is

not surprising because of the prefactor in AFQMC as a statistical method that requires averaging over

imaginary time. CCSD(T) however, scales prohibitively, as can be seen for azulene.

Table S19: Statistical errors for the AFQMC protocols in only aug-cc-pVTZ-DK basis, reported in
Hartrees.

St. err (Ha) AFQMC 0 AFQMC I W-AFQMC
Bicyclobutane 0.0004 0.0004 0.0005

n2o4 0.0007 0.0005 0.0009
azulene 0.0007 0.0007 0.0012
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10. Multireference Diagnostics

In categorizing our datasets, as described in main text Section II, we further identify a multireference (MR)

subset from the collection of 259 molecules. The criteria for classifying molecules into the MR subset in-

corporate a suite of diagnostics: the TAE(T) diagnostic as cited by Karton et al.,7 the T1
10and D1

11 diag-

nostics, the measure of spin contamination (expressed as ∆⟨S2⟩ = ⟨S2⟩unrestricted calculation − ⟨S2⟩exact),1,12,13

and the 1− c20
14 metric from CASCI calculations. A molecule is typically classified into the MR category

if it demonstrates a TAE(T) > 10, T1 > 0.02, D1 > 0.05, regularized ∆⟨S2⟩ > 0.051 and 1− c20 > 0.1. Al-

though no single diagnostic can be solely relied upon to identify the multireference character of a molecule,

together, these diagnostics offer detailed insight, with each one emphasizing unique aspects. For example,

for the coupled cluster based diagnostics, while T1 and D1 are both based on single excitations and are well

correlated,15 D1 emphasizes correlation in more local regions of the molecule. Meanwhile, TAE(T) corre-

lates better with CCSDTQ5 energy from connected quadruple and quintuple excitations.6 On the other

hand, spin contamination refers to the mixing of low-lying excited states with higher multiplicity into the

ground state, and 1 − c20 is an indication of the insufficiency of the reference wavefunction for capturing

static correlation in CAS methods but limited by the active space. T1 and D1 multireference diagnostics

are calculated with CCSD and the aug-cc-pVTZ-DK/aug-cc-pCVTZ-DK basis set with frozen core (the

same as mentioned in main text Section III for "TZ"). Spin contamination, ∆⟨S2⟩ = ⟨S2⟩PBE0 − ⟨S2⟩exact,

is carried out using unrestricted Kohn-Sham DFT using the PBE0 functional16 and def2-SVP17 basis set,

as shown by Neugebauer et. al1 to be negligibly different from that obtained by a larger basis set. We

use the same regularization as Neugebauer, which for closed shell is a factor of 1
0.75

. The 1− c20 diagnostic

is obtained from the AFQMC 0 leading CI coefficient contribution (c0) calculated using aug-cc-pVTZ-

DK/aug-cc-pCVTZ-DK basis sets (same basis set combination as mentioned in the main text section

III).

To identify the multireference (MR) subset, we initially utilized the TAEMR set as defined by Karton

et al.6,7 , having a threshold of TAE(T) > 10. From this set, we excluded F2O and Cl2O due to their

failure to meet the specified thresholds for across diagnostics, exhibiting relatively low values. Conversely,

we included N2O4 in the set because it demonstrated high values for the other criteria. Table S20 presents

the finalized MR subset comprising 10 molecules. It details the original dataset to which each molecule
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Table S20: List of the molecules we have determined to be MR, their deviations in each respective
method AFQMC I, AFQMC II, DLPNO-CCSD(T), and CCSD(T) against reference heat of forma-
tion, in kcal/mol. In comparison, the Multireference diagnostics TAE(T), T1, D1, ∆S2 (regularized),1

and 1− c20 are also shown for each molecule. Multireference molecules are considered as TAE(T) >
10,7 T1 > 0.02, D1 > 0.05, regularized ∆⟨S2⟩ > 0.05 and 1− c20 > 0.1. The list is ordered according
to TAE(T) as in Karton et al.7

Molecule Dataset AFQMC I AFQMC II DLPNO CCSD(T) TAE(T) T1 D1 ∆⟨S2⟩ 1− c20
BN W4-11 -1.13 -1.13 -0.53 0.85 18.8 0.072 0.197 1.36 0.09
O3 G2 -2.57 -0.96 -3.24 -2.07 17.4 0.027 0.075 0.59 0.10

FOOF W4-11 -0.69 0.60 -1.12 -0.57 16.9 0.027 0.090 0.00 0.08
ClF5 W4-17 -1.30 -1.30 -0.93 0.12 14.8 0.017 0.054 0 0.01
C2 W4-11 -1.07 -1.07 -1.40 -0.54 13.3 0.038 0.085 1.27 0.18

ClF3 G2 -1.80 -1.80 -1.25 -0.85 12.8 0.018 0.056 0 0.01
ClOOCl W4-17 -1.38 -1.38 0.47 0.66 12.2 0.019 0.058 0 0.01

S4 W4-11 0.07 -1.44 -1.26 0.66 12.2 0.023 0.089 0.79 0.15
S3 W4-11 -0.71 -0.34 0.05 0.82 10.2 0.022 0.053 0.09 0.07

N2O4 W4-17 -1.47 -1.09 0.03 1.67 9.1 0.021 0.069 0 0.12

belongs (categorized as explained in main text Section II and listed in the .xlsx document provided),

the deviations observed using wavefunction methods, and the values for each MR diagnostic. Although

TAE(T) was our primary diagnostic in alignment with the approach of Karton et al., for three molecules

in our MR subset (ClF5, ClF3, and ClOOCl), only one additional diagnostic (D1) surpassed the threshold.

For the remainder, at least two diagnostics exceeded the established thresholds. Table S21 lists the MR

diagnostics for the entire molecule list.

Table S21: MR diagnostics for the entire combined dataset.

Molecule T1 D1 ∆⟨S2⟩ 1− c20

2-butyne 0.0106 0.026 0 0

Acetaldehyde 0.0146 0.047 0 0

Acethylene 0.0130 0.028 0 0

Acetone 0.0136 0.049 0 0

AlCl3 0.0081 0.023 0 0

AlF3 0.0130 0.034 0 0

Allene 0.0121 0.028 0 0

Aziridine 0.0092 0.022 0 0

BCl3 0.0112 0.045 0 0

Benzene 0.0101 0.027 0 0.0140

BF3 0.0123 0.043 0 0
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Bicyclo-1-1-0-butane 0.0084 0.016 0 0

CCl2CCl2 0.0108 0.034 0 0.0156

CCl4 0.0106 0.026 0 0

CF2CF2 0.0132 0.041 0 0

CF3-CN 0.0136 0.034 0 0

CF4 0.0120 0.032 0 0

CH2CH-CN 0.0137 0.038 0 0.0087

CH2Cl2 0.0091 0.023 0 0

CH2F2 0.0118 0.029 0 0

CH3-CH2-CH2-Cl 0.0087 0.024 0 0

CH3-CH2-Cl 0.0086 0.023 0 0

CH3-CH2-O-CH3 0.0102 0.027 0 0

CH3-CH2-SH 0.0095 0.022 0 0

CH3-CN 0.0126 0.029 0 0

CH3-O-CH3 0.0102 0.026 0 0

CH3-O-NO 0.0213 0.073 0 0.0188

CH3-S-CH3 0.0095 0.022 0 0

CH3-SH 0.0096 0.021 0 0

CH3-SiH3 0.0100 0.019 0 0

CH3CFO 0.0147 0.049 0 0

CH3Cl 0.0081 0.021 0 0

CH3COCl 0.0147 0.046 0 0

CH3CONH2 0.0147 0.054 0 0

CH3COOH 0.0151 0.054 0 0

CH3NO2 0.0186 0.067 0 0.0266

CH4 0.0076 0.012 0 0

CHCl3 0.0100 0.024 0 0

Cl2 0.0090 0.022 0 0.0098

ClF 0.0129 0.032 0 0.0068

CLF3 0.0182 0.056 0 0.0125

ClNO 0.0217 0.062 0 0.0606

CO 0.0188 0.039 0 0
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CO2 0.0183 0.047 0 0

CS 0.0255 0.050 0 0.0303

CS2 0.0200 0.050 0 0.0395

Cyanogen 0.0151 0.029 0 0.0468

Cyclobutane 0.0084 0.018 0 0

Cyclobutene 0.0102 0.029 0 0

Cyclopropane 0.0078 0.017 0 0

Cyclopropene 0.0100 0.029 0 0

Dimethylamine 0.0090 0.023 0 0

Dimethylsulfoxide 0.0158 0.047 0 0

Ethane 0.0079 0.014 0 0

Ethanol 0.0099 0.025 0 0

Ethenone 0.0168 0.046 0 0

Ethylene 0.0108 0.031 0 0

F2 0.0125 0.028 0 0.0153

F2O 0.0165 0.042 0 0

Furan 0.0135 0.043 0 0

Glyoxal 0.0164 0.049 0 0.0150

H2 0.0053 0.008 0 0

H2CO 0.0157 0.045 0 0

H2NNH2 0.0094 0.021 0 0

H2O 0.0102 0.022 0 0

HCF3 0.0123 0.031 0 0

HCl 0.0064 0.012 0 0

HCN 0.0144 0.028 0 0

HCOOCH3 0.0158 0.057 0 0

HCOOH 0.0168 0.054 0 0

HF 0.0102 0.018 0 0

HOCl 0.0120 0.026 0 0

HOOH 0.0127 0.025 0 0

Isobutane 0.0084 0.016 0 0

Isobutene 0.0100 0.031 0 0
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Isopropyl-alcohol 0.0100 0.027 0 0

Ketene 0.0168 0.046 0 0

Li2 0.0112 0.027 0 0

LiF 0.0139 0.028 0 0

LiH 0.0070 0.014 0 0

Methanol 0.0100 0.023 0 0

Methylamine 0.0087 0.020 0 0

Methylene-cyclopropane 0.0101 0.031 0 0

N2 0.0134 0.026 0 0

Na2 0.0104 0.041 0 0.0157

NaCl 0.0060 0.017 0 0

NF3 0.0167 0.044 0 0

NH3 0.0084 0.019 0 0

NNO 0.0202 0.048 0 0

OCS-m1 0.0193 0.049 0 0

Oxirane 0.0113 0.028 0 0

Ozone 0.0274 0.075 0.59 0.1024

P2 0.0176 0.033 0 0.0521

PF3 0.0146 0.038 0 0

PH3 0.0137 0.022 0 0

Propane 0.0082 0.015 0 0

Propene-CS 0.0102 0.031 0 0

Propyne 0.0114 0.027 0 0

Pyridine 0.0119 0.034 0 0.0160

Pyrole 0.0112 0.031 0 0

SH2 0.0102 0.018 0 0

Si2H6 0.0129 0.024 0 0

SiCl4 0.0091 0.023 0 0

SiF4 0.0119 0.030 0 0

SiH4 0.0111 0.017 0 0

SiO 0.0264 0.055 0 0

SO2 0.0226 0.059 0 0.0238
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Spiropentane 0.0084 0.019 0 0

Thiooxirane 0.0100 0.022 0 0

Thiophene 0.0131 0.037 0 0

Trans-1-3-butadiene 0.0113 0.035 0 0

Trans-butane 0.0084 0.016 0 0

Trans-ethylamine 0.0090 0.023 0 0

Trimethyl-amine 0.0096 0.027 0 0

Vinyl-chloride 0.0106 0.029 0 0

Vynil-fluoride 0.0124 0.029 0 0

1,3-cyclohexadiene 0.0108 0.034 0 0

1,3-DiFluorobenzene 0.0120 0.030 0 0.0080

1,4-DiFluorobenzene 0.0118 0.033 0 0.0188

2-methyl 0.0125 0.038 0 0

2,5-Dihydrothiophene 0.0112 0.029 0 0

3-methyl 0.0087 0.017 0 0

Acetic 0.0157 0.052 0 0

azulene 0.0116 0.042 0 0.0606

benzoquinone 0.0158 0.061 0 0.0300

c2f6 0.0127 0.038 0 0

C4H4N2 0.0115 0.028 0 0.0358

C4H6 0.0113 0.029 0 0

C4H6O 0.0133 0.040 0 0

C4H8O2 0.0117 0.033 0 0

C5H8 0.0109 0.033 0 0

C6H12 0.0088 0.017 0 0

C6H5-CH3 0.0100 0.027 0 0.0035

C6H5-NH2 0.0113 0.034 0 0

C6H5-OH 0.0116 0.034 0 0

cf3cl 0.0120 0.033 0 0

CH3_2CH-CHO 0.0128 0.048 0 0

CH3_2CH-CN 0.0112 0.029 0 0
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CH3_2CH-O-

CH_CH3_2

0.0102 0.031 0 0

CH3_3C-NH2 0.0092 0.025 0 0

CH3_3C-O-CH3 0.0102 0.029 0 0

CH3_3C-SH 0.0096 0.024 0 0

CH3-C_O_-CCH 0.0150 0.048 0 0.0090

CH3-C_O_-O-

CH_CH3_2

0.0135 0.058 0 0

CH3-C_O_-OCH3 0.0146 0.057 0 0

CH3-CH_OCH3_2 0.0113 0.034 0 0

CH3-CH2-CH_CH3_-

NO2

0.0155 0.068 0 0.0248

CH3-CH2-CO-CH2-CH3 0.0124 0.049 0 0

CH3-CH2-O-CH2-CH3 0.0101 0.028 0 0

CH3-CH2-S-S-CH2-CH3 0.0112 0.029 0 0

CH3-CHCH-CHO 0.0145 0.052 0 0.0096

CH3-CO-CH2-CH3 0.0129 0.049 0 0

Chlorobenzene 0.0102 0.026 0 0.0144

Cl2O2S 0.0182 0.061 0 0.0069

Cl2S2 0.0185 0.056 0 0.0131

cyclooctatetraene 0.0116 0.033 0 0

cyclopentane 0.0088 0.018 0 0

cyclopentanone 0.0129 0.051 0 0

dimethyl 0.0164 0.050 0 0

Fluorobenzene 0.0112 0.028 0 0.0049

n-Butyl 0.0088 0.024 0 0

n-heptane 0.0083 0.017 0 0

n-hexane 0.0086 0.016 0 0

N-methyl 0.0110 0.033 0 0

n-octane 0.0083 0.017 0 0

n-pentane 0.0085 0.016 0 0

Naphthalene 0.0100 0.032 0 0.0293
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NC-CH2-CH2-CN 0.0130 0.029 0 0

Neopentane 0.0086 0.017 0 0

P4 0.0184 0.038 0 0

para-cyclohexadiene 0.0107 0.028 0 0

PCl3 0.0131 0.035 0 0

PCl5 0.0116 0.033 0 0

Perhydropyridine 0.0096 0.027 0 0

pf5 0.0125 0.037 0 0

POCl3 0.0143 0.044 0 0

pyrimidine 0.0146 0.045 0 0.0183

SCl2 0.0127 0.033 0 0

sf6 0.0128 0.032 0 0

SiCl2 0.0133 0.037 0 0.0106

SO3 0.0183 0.056 0 0.0138

t-butanol 0.0099 0.028 0 0

t-Butyl 0.0092 0.027 0 0

tetrahydrofuran 0.0104 0.028 0 0

Tetrahydropyran 0.0104 0.031 0 0

Tetrahydropyrrole 0.0096 0.026 0 0

Tetrahydrothiophene 0.0101 0.025 0 0

Tetrahydrothiopyran 0.0100 0.024 0 0

Tetramethylsilane 0.0093 0.020 0 0

alcl 0.012 0.026 0 0

alf 0.016 0.029 0 0

alh 0.014 0.026 0 0

alh3 0.008 0.015 0 0

b2h6 0.010 0.018 0 0

bf 0.016 0.030 0 0

bh 0.014 0.026 0.33 0

bh3 0.006 0.010 0 0

bhf2 0.013 0.043 0 0

c-hono 0.022 0.065 0 0.0214
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c-n2h2 0.013 0.033 0 0.0118

ch2nh 0.012 0.034 0 0

ch3f 0.010 0.021 0 0

clcn 0.014 0.028 0 0

dioxirane 0.015 0.035 0 0

f2co 0.015 0.050 0 0

fccf 0.013 0.030 0 0

hccf 0.013 0.026 0 0

hcno 0.021 0.052 0 0

hcof 0.016 0.048 0 0

hnco 0.018 0.052 0 0

hnnn 0.020 0.054 0 0

hno 0.016 0.042 0.37 0.0200

hocn 0.015 0.033 0 0

hof 0.014 0.035 0 0

nh2cl 0.010 0.024 0 0

oxirene 0.014 0.032 0 0

s2o 0.023 0.061 0 0.0450

sih3f 0.011 0.023 0 0

t-hono 0.022 0.062 0 0.0203

t-n2h2 0.013 0.033 0 0

c2h5f 0.010 0.023 0 0

bn 0.072 0.197 1.36 0.0923

c2 0.038 0.085 1.27 0.1779

cl2o 0.015 0.044 0 0

foof 0.027 0.090 0 0.0812

s3 0.022 0.053 0.09 0.0685

s4-c2v 0.023 0.089 0.79 0.1518

clf5 0.017 0.054 0 0.0055

cloocl 0.019 0.058 0 0.0132

beta-lactim 0.013 0.045 0 0

borole 0.012 0.034 0 0
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c2cl2 0.011 0.025 0 0

c2cl6 0.011 0.027 0 0

c2clh 0.012 0.026 0 0

ccl2o 0.015 0.047 0 0

cf2cl2 0.012 0.033 0 0

ch2clf 0.011 0.028 0 0

ch3ph2 0.012 0.024 0 0

cis-c2f2cl2 0.012 0.038 0 0

clcof 0.015 0.049 0 0

cyclobutadiene 0.012 0.040 0.21 0

cyclopentadiene 0.011 0.033 0 0

dioxetan2one 0.016 0.058 0 0

dioxetane 0.011 0.029 0 0

dithiotane 0.011 0.025 0 0

fno 0.022 0.062 0 0.0256

formamide 0.016 0.053 0 0

formic-anhydride 0.017 0.049 0 0

hclo4 0.019 0.062 0 0.0086

hoclo2 0.024 0.077 0 0.0094

hoclo 0.024 0.085 0 0.0083

n2o4 0.021 0.069 0 0.1193

nh2f 0.012 0.031 0 0

nh2oh 0.011 0.024 0 0

oxadiazole 0.018 0.063 0 0.0219

oxetane 0.010 0.029 0 0

silole 0.013 0.032 0 0.0075

tetrahedrane 0.009 0.017 0 0

trans-c2f2cl2 0.012 0.039 0 0
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11. CCSD(T) DLPNO-CCSD(T) Correlation

Figure S3: Correlation between DLPNO-CCSD(T) and CCSD(T) deviation of heat of formation from the reference
value. DLPNO-CCSD(T) results show overall higher unsigned deviation than CCSD(T), as the line of best fit (blue
dashed line) shows a smaller slope (0.83) than the 1:1 line (black dashed line). The coefficient of determination
for the DLPNO-CCSD(T) correlation is R2 = 0.86. The molecules with the top 10 largest differences between
the CCSD(T) and DLPNO deviations for heat of formation are marked on the graph, where light red indicates
multireference molecules (see Table S20) and dark red indicates single-reference molecules. These 10 molecules
all above below the line y = x, which means that the DLPNO-CCSD(T) heat of formation is higher than the
CCSD(T) heat of formation.

Despite the overall accuracy of DLPNO-CCSD(T), there are cases where it does not capture all of

the correlation compared to CCSD(T) such as multireference molecules and molecules where electrons

are strongly delocalized. The DLPNO-CCSD(T) and CCSD(T) results show a strong positive correlation

with a coefficient of determination of the line of best fit R2 = 0.86, as depicted in Figure S3 which plots

CCSD(T) deviations against DLPNO-CCSD(T) deviations for the entire dataset. In the top 10 cases

where DLPNO-CCSD(T) deviates from CCSD(T), 7 of them are from our MR subset of 10 molecules

(refer to Table S20), and the remaining 3 are molecules with considerable electron delocalization. Table 3
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in the main text lists these molecules in order of absolute atomization energy difference (or difference

in deviation) of DLPNO-CCSD(T) and CCSD(T) methods. These cases possibly suggest components of

correlation that DLPNO, as an approximation to CCSD(T), is unable to capture. Additionally, the largest

deviations of DLPNO-CCSD(T) from CCSD(T) lie above the equivalence line (black dashed line), meaning

that the atomization energy of DLPNO-CCSD(T) (opposite in sign to heat of formation) is lower than that

of CCSD(T), i.e. the molecule single point energy (effectively, the correlation energy) is underestimated,

even after accounting for differences in atomic energies.
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12. AFQMC 0 Outliers

Table S22: Details (G2 and G3 set) for the outliers of AFQMC 0 protocol. Deviation from exper-
imental heat of formation is listed in kcal/mol with statistical error in parentheses. After the first
CI is run with an active space based on orbital maps to the atoms of the molecules (refer Table S4)
that returns the ‘First CI AS’ listed, the second AS (shown here as ‘TZ final AS’ and ‘QZ final
AS’, as the NOONs have a slight basis set dependency due to approximations such as the SHCI
solver) is chosen from those orbitals from the first AS that have NOONs of between 0.01 and 1.99.
The final number of determinants is determined by the number of determinants to get to 99.5% CI
coefficient. Statistical errors are shown using parentheses.

Molecule Dataset Deviation First CI AS TZ final AS QZ final AS
TZ final
#dets

QZ final
#dets

Bicyclo-1-1-0-butane G2 -2.49(48) 8e+8e,16o 1e+1e,1o 1e+1e,1o 1 1
CLF3 G2, MR 2.42(65) 14e+14e,16o 1e+1e,2o 1e+1e,2o 2 2

F2 G2 -2.80(43) 7e+7e,8o 1e+1e,2o 1e+1e,2o 2 2
F2O G2 -2.56(70) 10e+10e,12o 1e+1e,1o 1e+1e,1o 1 1
Li2 G2 -2.28(19) 1e+1e,2o 1e+1e,1o 1e+1e,1o 1 1
LiF G2 3.38(39) 4e+4e,5o 1e+1e,1o 1e+1e,1o 1 1

OCS-m1 G2 3.25(67) 8e+8e,12o 1e+1e,1o 1e+1e,1o 1 1
Ozone G2, MR -5.05(51) 9e+9e,12o 2e+2e,3o 2e+2e,3o 3 3

Thiooxirane G2 2.04(46) 7e+7e,12o 1e+1e,1o 1e+1e,1o 1 1
Trans-1-3-butadiene G2 -2.03(55) 8e+8e,16o 1e+1e,1o 1e+1e,1o 1 1
1,3-cyclohexadiene G3 -2.11(61) 12e+12e,24o 1e+1e,1o 1e+1e,1o 1 1

Acetic G3 2.10(87) 17e+17e,28o 1e+1e,1o 1e+1e,1o 1 1
azulene G3 2.65(74) 20e+20e,40o 3e+3e,5o 3e+3e,5o 12 11
C4H4N2 G3 -2.39(65) 13e+13e,24o 2e+2e,4o 2e+2e,4o 7 6

3-butyn-2-one G3 -4.27(57) 11e+11e,20o 1e+1e,2o 1e+1e,2o 2 2
CH3-CH2-CO-CH2-CH3 G3 2.22(65) 13e+13e,24o 1e+1e,1o 1e+1e,1o 1 1

pyrimidine G3 3.51(53) 13e+13e,24o 2e+2e,4o 1e+1e,3o 6 1

In Table S22, we list all the outliers from the G2 and G3 datasets for heat of formation, using the

AFQMC 0 protocol, and their deviations from the experimental references in kcal/mol, alongside the active

spaces of the first CI, and the second (and final) CI after applying the NOON cutoff. The final active spaces

determine the number of determinants, which we pick as the number of determinants required to retain

99.5% of the CI weight. The final active spaces, and determinants chosen, for the TZ and QZ basis sets (see

Section III for the exact "TZ" and "QZ" basis sets used) can be slightly different due to approximations

such as the semistochastic heat bath, as well as basis set artefacts such as linear dependencies. Similarly,

Table S23 shows the list of W4 molecules and their deviations.
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Table S23: Details (W4 set) for AFQMC 0 outliers where after the first CI is run, the second AS is
chosen from those orbitals from the first AS that have NOONs of between 0.01 and 1.99. The final
number determinants is determined by the number of determinants to get to 99.5% CI coefficient.
Refer to Table S22 for molecules in the G2 and G3 datasets.

Molecule Dataset Deviation First CI AS TZ final AS QZ final AS
TZ final
#dets

QZ final
#dets

f2co W4-11 2.32(62) 12e+12e,16o 1e+1e,1o 1e+1e,1o 1 1
hnco W4-11 2.63(70) 7e+7e,12o 1e+1e,1o 1e+1e,1o 1 1
bn W4-11, MR -10.51(61) 4e+4e,8o 1e+1e,2o 1e+1e,2o 2 2
c2 W4-11, MR -14.62(43) 4e+4e,8o 1e+1e,2o 1e+1e,2o 2 2
clf5 W4-17, MR 3.13(104) 21e+21e,24o 1e+1e,2o 1e+1e,1o 2 1
clcof W4-17 3.00(72) 12e+12e,16o 1e+1e,1o 1e+1e,1o 1 1

cyclobutadiene W4-17 -2.04(68) 8e+8e,16o 1e+1e,1o 1e+1e,1o 1 1
dioxetan2one W4-17 3.04(80) 13e+13e,20o 1e+1e,1o 1e+1e,1o 1 1

hclo4 W4-17 4.16(82) 15e+15e,20o 1e+1e,2o 1e+1e,1o 1 1
hoclo2 W4-17 2.65(71) 12e+12e,16o 1e+1e,2o 1e+1e,1o 1 1
hoclo W4-17 2.15(64) 9e+9e,12o 1e+1e,2o 1e+1e,1o 1 1
n2o4 W4-17, MR -2.48(76) 17e+17e,24o 7e+7e,10o 7e+7e,10o 70 60
silole W4-17 -2.19(52) 10e+10e,20o 1e+1e,2o 1e+1e,1o 2 1
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