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The late-time equilibrium behavior of generic interacting models is determined by the coupled hydrodynamic
equations associated with the globally conserved quantities. In the presence of an external time-dependent
drive, non-integrable systems typically thermalize to an effectively infinite-temperature state, losing all memory
of their initial states. However, in the presence of a large time-periodic Floquet drive, there exist special points
in phase-space where the strongly interacting system develops approximate emergent conservation laws. Here
we present results for an exactly solvable model of two coupled chaotic quantum dots with multiple orbitals
interacting via random two and four-fermion interactions in the presence of a Floquet drive. We analyze the
phenomenology of dynamically generated freezing using a combination of exact diagonalization, and field-
theoretic analysis in the limit of a large number of electronic orbitals. The model displays universal freezing
behavior irrespective of whether the theory is averaged over the disorder configurations or not. We present
explicit computations for the growth of many-body chaos and entanglement entropy, which demonstrates the
long-lived coherence associated with the interacting degrees of freedom even at late-times at the dynamically
frozen points. We also compute the slow timescale that controls relaxation away from exact freezing in a high-
frequency expansion.

Introduction.- The quantum statistical mechanics of com-
plex many-body Hamiltonians presents a fertile ground for
exploring novel phenomena in both theory and experiment.
Key questions revolve around thermalization dynamics [1–
8] in generic quantum systems undergoing unitary evolution.
While non-integrable, translationally invariant Hamiltonians
are expected to thermalize, strong disorder can possibly lead
to many-body localization (MBL) [9–13]. The stability of
MBL as a phase of matter in the thermodynamic limit re-
mains debated [14–18]. External drives, like time-periodic
Floquet drives, effectively thermalize to infinite temperature
in non-integrable models [19, 20], erasing all initial state in-
formation. Recent research highlights Floquet MBL and time-
crystalline order as mechanisms to resist heating in strongly
disordered systems [21–23]. Quantum “scar” states offer an-
other avenue for retaining memory of initial states, yet they
are sparse within the many-body spectrum of generic Hamil-
tonians [24, 25].

Various translationally invariant quantum spin-models in
one and two dimensions have been proposed to exhibit “freez-
ing” under large Floquet drives, characterized by specific
combinations of drive amplitude and frequency [26–30]. This
dynamical freezing entails approximate emergent conserva-
tion laws associated with macroscopic observables not con-
served in the static Hamiltonian. The emergent conserved ob-
servable depends on the drive Hamiltonian. For instance, in a
driven Ising-type quantum spin model without any conserved
quantities, the Floquet drive f (t)

∑
i σx can induce a conserved

magnetization (
∑

i σx) at specific phase-space points. Investi-
gations of freezing have relied on exact diagonalization, sup-
plemented by a leading-order Magnus-type expansion (which
we review below). It would be useful to have complementary
insights into dynamical freezing, extend the phenomenology
to other settings, and diagnose its other salient features.

Here we examine a “solvable” model involving two cou-
pled quantum dots with N orbitals each, described by the
Sachdev-Ye-Kitaev model [31–35], which becomes analyti-

cally tractable in the limit of N → ∞ orbitals. Notably,
our setup differs from prior studies, posing intriguing ques-
tions about the theoretical possibility of freezing. Specifically,
can models with a local Hilbert-space dimension approach-
ing N → ∞, and without the notion of spatial locality, ex-
hibit freezing? Moreover, what role does many-body chaos
play? Does freezing occur at the level of individual disorder
realizations, or only in a statistical disorder-averaged sense?
Our model offers a unique technical advantage. Besides exact
diagonalization for small-N, we can analyze the Schwinger-
Dyson equations in the large-N limit, providing additional an-
alytical insights into the freezing dynamics. In a related work
[36], we have studied a driven model of coupled transmons —
a prominent qubit hardware for quantum computing applica-
tions [37] — which also exhibits dynamical freezing.

Model.- We will be interested in a model of two coupled
(0 + 1)−dimensional interacting quantum dots (Fig. 1a), la-
beled as α = L, R, with a Hamiltonian H = Hstatic + Hdynamic:

Hstatic = HL + HR + HLR, (1a)

Hα={L,R} =
∑
i, j

(
tαi, j − µδi j

)
c†α,icα, j +

∑
i, j,k,ℓ

Jαi jkℓc
†

αic
†

α jcαkc
αℓ
,

HLR =
∑
i, j

Vi jc
†

L,icR, j +
∑
i, j,k,ℓ

J′i jkℓc
†

Lic
†

L jcRkcRℓ + h.c.,

Hdynamic = f (t)
∑

i

[
c†L,icL,i − c†R,icR,i

]
≡ f (t)Hdrive. (1b)

Here, we have assumed both dots have i, j = 1, ..,N or-
bitals. The couplings, tαi, j =

(
tαj,i

)∗
and Jαi jkℓ = −Jαjikℓ =

−Jαi jℓk =
(
Jαkℓi j

)∗
are the intra-dot tunneling and interac-

tion matrix elements, respectively, drawn from independent
Gaussian distributions with zero mean, and finite variances,
|tαi, j|

2 = (tα)2/N, |Jαi jkℓ |
2 = (Jα)2/(2N)3. Note that the two

dots need not be identical. The two dots are coupled via a
single-particle tunneling, Vi j, and a two-particle tunneling,
J′i jkℓ = −J′jikℓ = −J′i jℓk, that are also drawn from indepen-
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FIG. 1: (a) Illustration of two coupled SYK quantum dots with static coupling t, J,V, J′; the density difference NL −NR is driven via a function,
f (t) [Eq. 2]. (b)-(d) ED results for the difference in particle numbers of two dots, NR(t) − NL(t), plotted stroboscopically. For each system, we
show three different driving amplitudes: undriven (red), driven away from freezing (blue) and driven at the freezing point (green). The system
parameters are: (b) SYK222 with tLT = tRT = (1/2)VLRT = 0.1 with the drive in Eq. (2b); (c) SYK242 with tLT = tRT = (1/2)JLRT = 0.1
with the drive in Eq. (2a); (d) SYK442 with JLT = tRT = JLRT = 0.1 with the drive in Eq. (2b). The ED results are obtained with N = 6
and initial condition NR = 5, NL = 1, for individual disorder realizations. (e)-(g) Numerical results of KBE for the difference in density of
two dots νR(t) − νL(t). The system parameters are the same as in ED. We initialize the system in a low-temperature thermal state with inverse
temperature β = 50T (T ≡period of the Floquet drive), and chemical potential µLT = −µRT = 0.025 (e,f) or 0.06 (g).

dent Gaussian distributions with zero mean, and finite vari-
ances, |Vi, j|

2 = V2
LR/N, |J

′
i jkℓ |

2 = J2
LR/(2N)3. In the absence

of a coupling between the two dots, Hstatic exhibits an exact
U(1) × U(1) symmetry tied to the independently conserved
densities, Nα=L,R =

∑
i c†α,icα,i, which can be tuned by the

chemical potential, µ. However, even for an infinitesimal HLR,
this reduces to a single U(1) symmetry tied to the total den-
sity, Ntot = NL + NR. We will analyze three special cases, de-
noted SYKpqr: (i) SYK222, a fully integrable random-matrix
model with intra-dot SYK2 and inter-dot SYK2 hoppings (i.e.
JL, JR, JLR = 0), (ii) SYK242, an intra-dot SYK2 model cou-
pled via SYK4-type inter-dot interactions (i.e. JL, JR,VLR =

0), and (iii) SYK442, an SYK4 dot coupled to an SYK2 dot via
SYK4-type interactions (i.e. tL, JR,VLR = 0).

The remainder of this article is concerned with the prop-
erties of the above Hamiltonian with a periodic drive, f (t) =
f (t+T ), where T represents the period (we denote temperature
by β−1). We concentrate on two specific drives:

Case I : fI(t) = A sgn[sin(Ωt)], (2a)
Case II : fII(t) = A cos(Ωt), (2b)

where A denotes the drive amplitude and Ω = 2π/T is the fre-
quency. Initially, we conduct an exact diagonalization anal-
ysis for small N, examining both disorder-averaged and non-
averaged results; the freezing behavior is qualitatively inde-
pendent of averaging [38]. Subsequently, we delve into the
disorder-averaged non-equilibrium Kadanoff-Baym equation
in the large-N limit, which we solve numerically. Both ap-
proaches yield nearly identical outcomes, providing comple-
mentary insights into freezing physics. Importantly, neither A
nor Ω needs to surpass the O(N) many-body bandwidth. As
we will illustrate, the freezing point is characterized by an ap-
proximate emergent conservation law, where NR and NL are

conserved separately. The drive effectively “decouples” the L
and R dots dynamically. Furthermore, once HLR is effectively
decoupled, the structure of many-body chaos at freezing for
the SYKpqr models is governed by the chaotic properties of
the individual dots described by HL and HR, respectively.

General criterion for dynamical freezing.- Let us first dis-
cuss a “generalized” Magnus expansion [39] that focuses on a
perturbative expansion in powers of (1/Ω) with A/Ω ∼ O(1).
Consider the unitary operator, W(t), which transforms the
Hamiltonian into the co-moving frame as,

W(t) = exp
[
− iθ(t)Hdrive

]
, where θ(t) =

∫ t

0
dt̄ f (t̄),(3a)

Hmov(t) = W†(t) [H(t) − i∂t] W(t) = W†(t)HstaticW(t). (3b)

Clearly, the advantage is that Hmov(t) nominally becomes in-
dependent of the O(Hdynamic) contribution. We investigate the
matrix elements of Hmov in the eigenbasis of Hdrive, {Em, |m⟩},

⟨m|Hmov(t)|n⟩ = exp
[
iθ(t)(Em − En)

]
⟨m|Hstatic|n⟩ . (4)

At leading order, the generalized Magnus expansion is given
by H(0) = 1

T

∫ T
0 dt Hmov(t). Let us now consider the two cases

I and II in Eq.(2) and address the special points in phase-space
where the off-diagonal matrix-elements ⟨m|H(0)|n⟩ vanish for
Em , En. We find ⟨m|H(0)|n⟩ = ⟨m|Hstatic|n⟩ × Bmn, where

Bmn =
−2i

A(Em − En)

[
exp

(
i
AT
2

(Em − En)
)
− 1

]
(Case I),(5a)

Bmn = T J0

(AT
2π

(Em − En)
)

(Case II). (5b)

These matrix elements vanish for ⟨m|Hstatic|n⟩ , 0 whenever

AT (Em − En) = 4πZ , ∀ m, n, (Case I), (6a)
AT (Em − En) = 2πζi, ∀ m, n, (Case II), (6b)
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where ζi are zeroes of the Bessel function J0(·).

The leading order analysis above is only a necessary, but
not sufficient, condition for dynamical freezing. First of all,
the Bmn calculated above do not take into account the part of
Hstatic that commutes with Hdrive, which introduces an addi-
tional phase of order (δEm − δEn)T in Eq. (5), where δEm =

⟨m|Hstatic|m⟩. These corrections need to be small for freez-
ing to be robust. Secondly, the phenomenon of resonance,
i.e. a strong hybridization between |m⟩ , |n⟩, in the presence
of degeneracies in the floquet quasienergy spectrum can also
invalidate freezing [39]. Both of the above issues can be over-
come by working in the limit of a driving frequency larger
than all pairs of δEm − δEn with ⟨m|Hstatic|n⟩ , 0, which can
be achieved by Ω ≫ {tα, Jα,VLR, JLR}, i.e. the energy scale
of single-particle or two-particle excitations. Crucially, the
discussion so far has not relied on either the large-N limit
or disorder-averaging. Therefore, dynamical freezing is ex-
pected to arise for a small−N for individual disorder realiza-
tions, as well as in the large−N disorder-averaged limit.

Emergent conservation: Exact diagonalization.- To test the
possibility of an emergent (approximate) conservation associ-
ated with the density difference NR−NL, we apply the criterion
in Eq. (6) to the coupled SYK dots. We study (i) SYK222 with
cosine drive fII; (ii) SYK242 with square-wave drive fI; and
(iii) SYK442 with cosine drive fII. For an SYKq inter-dot in-
teraction (q = 2, 4), Em − En = ±q for any m, n such that
⟨m|Hstatic|n⟩ , 0. Hence the expected freezing points for the
above cases are (i) AT = πζi; (ii) AT = πk for k ∈ Z+; and (iii)
AT = πζi/2.

We begin by analyzing the physics at small-N, where we
use exact diagonalization employing QuSpin [40] to calculate
the stroboscopic time-evolution of an initial state pure |ψ⟩ for
a single disorder realization of H. As shown in Fig. 1(b)-(d),
for the undriven system (AT = 0) as well as when the driven
system is away from any freezing point, the density difference
(NR − NL) rapidly decays away from its initial value towards
zero. The small fluctuations around this asymptotic equili-
brated value is expected [8], and is especially pronounced in
the quadratic SYK222 system due to additional coherent quan-
tum interference effects. On the other hand, when the system
is tuned to the freezing points based on Eq. (6), the decay of
NR − NL is strongly suppressed and remains approximately
conserved up to late times. Notably, every single disorder
realization of the Hamiltonian and arbitrary initial states, in-
cluding thermal states at high temperatures, displays freezing
[38]. To gain further analytical insights into the structure of
freezing, we turn next to the large-N limit.

Emergent conservation: Large−N analysis.- We will ana-
lyze the large-N limit using Kadanoff-Baym equations (KBE)
[41, 42]. At the leading order, the system is described by
Green’s functions, Gα(z, z′) = −i(1/N)

∑
i TC ⟨cαi(z)c†αi(z

′)⟩,
where z, z′ are coordinates on the “L-shaped” Keldysh con-
tour C (consisting of both real and imaginary-time branches)
[42, 43], and TC denotes path ordering on C. The KBE is

0
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FIG. 2: Stroboscopic evolution of entanglement entropy (S ent) at and
away from freezing. Here T is the period of the Floquet drive. Plots
are generated for individual snapshots of disorder and the parameters
are same as in Fig.(1).

given by [42, 43]

i∂zGα(z, z′) =
∫

C
dz̄ Σα(z, z̄) Gα(z̄, z′) , (7a)

−i∂z′Gα(z, z′) =
∫

C
dz̄ Gα(z, z̄) Σα(z̄, z′) . (7b)

Note that we have encoded the driving term into the self-
energy Σ, after a gauge-transformation. The self-energy reads

Σα(z, z′) = t2
αGα(z, z′) + J2

αG2
α(z, z′)Gα(z′, z) (8)

+ V2
LRe2iθ(z)Gᾱ(z, z′)e−2iθ(z′) + J2

LRe4iθ(z)G2
ᾱ(z, z′)Gα(z′, z)e−4iθ(z′).

Here θ(z) is defined in Eq.(3a). We solve Eqs. (7) and (8) nu-
merically using the NESSi package [38, 43]. The system is
initialized in a thermal state with unequal chemical potentials
on the two dots, and we switch on the drive at t = 0. The
densities can be extracted through the lesser Green’s func-
tion να(t) = −iG<

α(t, t) = (1/N)
∑

i ⟨c
†

αi(t)cαi(t)⟩. As shown
in Fig. 1(e)-(g), the density difference νR − νL at freezing re-
mains approximately conserved up to late times, and rapidly
equilibrates to zero away from freezing.

We note that while the freezing dynamics is similar be-
tween the large-N KBE and small-N ED, the non-freezing
dynamics show some difference. The non-freezing ED re-
sults show stronger fluctuations, likely related to the single-
disorder snapshots and finite-size effects [44, 45].

Dynamical decoupling, Entanglement growth, and Chaos.-
To help distinguish the nature of the residual quantum dy-
namics at and away from freezing, we focus on two differ-
ent diagnostics. First, we compute the entanglement entropy
(EE) stroboscopically of a single dot S ent = −Tr RρR ln ρR,
ρR = Tr LρLR using exact-diagonalization for the small sys-
tems, as before. Next, we analyze the growth of chaos in the
large−N framework by extending the KBE-based formalism
to account for the additional backward time-evolution.

The results for EE are shown in Fig. 2. We initialize the sys-
tem in a product state, such that the two dots are unentangled.
Away from freezing, we find that the EE grows and saturates.
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On the other hand, at freezing the EE does not display any
appreciable growth up to late times.

Turning to the large-N system, we put the system on a
double Keldysh contour Cd with two copies of (real-time)
Keldysh contours Cd = C1 ∪C2 [38]. The diagnosis for chaos
is the inter-branch Green’s function G12(z1, z2) where z1 ∈ C1
and z2 ∈ C2. In a chaotic many-body system, especially for
models with a large−N or weakly-coupled semiclassical limit,
G12(t, t) grows expnentially G12(t, t) − G<(t, t) ∝ exp(λLt)
where λL is the Lyapunov exponent of quantum chaos [46–
57]. G12(z1, z2) is the solution of the modified KBE on Cd

with the following perturbation to the self-energy [46]:

δΣα(t1, t2) = δ(t1)δ(t2) ×
{
−iz, if t1 ∈ C1, t2 ∈ C2 ,
iz, if t2 ∈ C1, t1 ∈ C2 .

(9)

Here z is a small perturbation that trigers the exponential
growth. We note that G12 can be related to the out-of-time-
ordered correlator (OTOC) via a gluing formula [46], and they
share the same early-time growth with exponent λL.

We solve the modified KBE in Eq. (7) with the self-energies
in Eq. (8) and (9) numerically [38]. We present results for
quantum chaos in Fig. 3 for SYK242 and SYK442; we skip
SYK222 given its non-interacting integrable nature. When the
system is away from freezing and for both models, the two
dots are coupled together by the chaotic SYK4 interaction,
as reflected in the growth of G12(t, t) − G<(t, t). In SYK242,
the non-integrability only arises due to the inter-dot JLR cou-
pling. At freezing, both dots effectively decouple into two
SYK2, which do not harbor any many-body chaotic behavior,
as shown in Fig.3(a). On the other hand, for SYK442 at the
freezing point upon decoupling, the R dot is an isolated SYK2
while the L dot is an isolated SYK4. Therefore, the chaos for
the R dot should reflect the integrability while the chaos for
the L dot should remain chaotic. This is indeed observed in
Fig.3(b). Therefore, at freezing once the inter-dot coupling
JLR is effectively decoupled, the remaining chaotic properties
are determined by the intra-dot interactions.

Leading order correction to freezing.- The emergent con-
servation law at the freezing point is only approximate. This
immediately leads to the important question of what controls
the timescale of the slow non-conserving processes, which our
large−N analysis can address analytically. We analyze the
Schwinger-Dyson (SD) equations in the Floquet steady state
within a large Ω expansion. The Green’s functions possess
discrete time translation symmetry G(t, t′) = G(t + T, t′ + T ),
with associated fourier transform

Ĝmn(ω) =
∫ T

0

dt
T

∫ ∞

−∞

dt′G(t, t′)e−i(ω+mΩ)t+i(ω+nΩ)t′ . (10)

There is a redundancy Ĝmn(ω + Ω) = Ĝm+1,n+1(ω), which we
remove by restricting ω ∈ (−Ω/2,Ω/2]. Here G denotes the
retarded or the lesser Green’s function. The SD equation reads

Ĝα(ω) =
(
ω + m̂Ω − Σ̂α(ω)

)−1
, (11a)

Σ̂α(ω) = Σ̂intra
α (ω) + F̂αΣ̂

inter
α (ω)F̂†α , (11b)

0
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FIG. 3: Quantum chaos diagnosed by G12(t, t) − G<(t, t). At t = 0,
G12 is perturbed from G< by Eq. (9) with z = 0.001. Here T is the
period of the Floquet drive. (a) SYK242 system as in Fig. 1(f). Only
data for L dot is shown and the R dot behaves similarly. (b) SYK442

system as Fig. 1(g). At the freezing point, the left SYK4 dot remains
chaotic, but right SYK2 dot is integrable.

where α = L,R and m̂ab = aδab = diag(. . . ,−1, 0, 1, . . . ), with
F̂L = F̂†R = F̂ a unitary matrix with F̂mn = Fm−n, and Fm is
the fourier coefficient of eiqθ(t) =

∑
m Fme−imΩt. Here θ(t) is as

defined in Eq.(3a), and q is the order of inter-dot SYK interac-
tion. Σ̂intra/inter describes intra- and inter- dot interactions (i.e.
the first and the second line of Eq.(8)), respectively.

Since we are interested in the dynamics of the system at
times much longer than the period T , we can set ω ≪ Ω.
Next, we assume the driving frequencyΩ to be higher than the
single-particle energy scales, so ImΣ̂(±Ω/2) ≈ 0. Therefore,
at the leading O(1/Ω) order, Ĝ00 and Σ̂00 are approximately
decoupled from the rest of the matrix, which is much smaller
in 1/Ω, so the SD equation is approximately,

Ĝα,00(ω) =
(
ω − Σ̂α,00(ω)

)−1
, (12a)

Σ̂α,00(ω) = Σ̂intra
α,00(ω) + |F0|

2Σ̂inter
α,00(ω) . (12b)

Note that the freezing condition Eq. (6) exactly corresponds to
F0 = 0, where the two dots become approximately decoupled.

The degree of non-conservation associated with the individ-
ual NL, NR can be quantified by the inter-dot conductance σ
between the two dots averaged over one drive period. To esti-
mate σ, we analyze the higher order terms in 1/Ω in Eq. (11).
At freezing, the effective inter-dot coupling does not appear
in the first two orders in 1/Ω. We find that for the SYK222
system, the leading correction to the conductance is

σ =
V2

LRtLtR
Ω4 F222(VLR/tL, tR/tL,Teff/tL) . (13)

Here F222 is a scaling function that is not fixed by our calcu-
lation. Teff is an effective temperature of the system when it
freezes [38], which is in general different from the initial tem-
perature due to the transient heating in reaching the freezing
regime. In contrast, for the SYK242 and the SYK442 systems,
which are not non-interacting integrable, we find

σ =
J2

LRtR
Ω3

{
F242(JLR/tL, tR/tL,Teff/tL), SYK242
F442(JLR/JL, tR/JL,Teff/JL), SYK442.

(14)
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Our numerical results support these scaling forms [38].
Discussion.- Driven many-body systems represent an

emerging frontier in non-equilibrium quantum matter. Our
solvable model of interacting driven quantum dots shows ap-
proximate protection from decoherence at specific drive am-
plitude and frequency ratios, respectively. We have analyti-
cally derived the residual decoherence rate at freezing, which
is parametrically small. It is worth noting a subtlety regarding
the threshold determining whether the system freezes. In our
large-N formalism, freezing is protected by the separation be-
tween the drive frequency and single-particle or few-particle
excitation energies. There is no clear threshold for freezing in
this regime. However, we expect the starting point Eq. (12)
within the 1/Ω expansion to break down when Ω becomes
comparable to the spectrum of Ĝ00 (i.e. ImĜ00(Ω/2) , 0).
Physically, this implies that Ω becomes resonant with the
single-particle energy levels of Hstatic, which will lead to co-
herent superposition of Floquet eigenstates localized in the
left and the right dots, respectively. In that regard, we can
define resonance, or the breakdown of Eq. (12), as the thresh-
old for freezing. We note in passing that when the system is
driven at a high frequency, the heating is exponentially slow
[35, 58, 59] irrespective of whether the system freezes or not.
Thus the heating-rate itself is not expected to be a good diag-
nostic of freezing, or lack thereof.

We end by noting promising future directions. Holographic
connections between the SYK model and gravity [32, 60–66],
and the wormhole solution for coupled SYK dots [67–75] are
well-studied. The exact solutions for dynamical freezing hint
at the potential to decouple wormholes with a drive, and ana-
lyzing this within holography would be a useful exercise. Our
setup can also be extended to a lattice construction. With a
drive, we can decouple bipartite Hamiltonians with a glob-
ally conserved charge N into two nearly decoupled sublattices
with approximately conserved charges NA, NB. Studying the
growth of many-body chaos and charge diffusion in space-
time under a drive would shed light on the role of freezing in
localizing quantum information.
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scars and weak breaking of ergodicity, Nature Physics 17, 675
(2021).

[25] A. Chandran, T. Iadecola, V. Khemani, and R. Moessner, Quan-
tum many-body scars: A quasiparticle perspective, Annual Re-
view of Condensed Matter Physics 14, 443 (2023).

[26] A. Das, Exotic freezing of response in a quantum many-body
system, Phys. Rev. B 82, 172402 (2010).

[27] S. Bhattacharyya, A. Das, and S. Dasgupta, Transverse ising
chain under periodic instantaneous quenches: Dynamical
many-body freezing and emergence of slow solitary oscilla-
tions, Phys. Rev. B 86, 054410 (2012).

[28] S. S. Hegde, H. Katiyar, T. S. Mahesh, and A. Das, Freezing a
quantum magnet by repeated quantum interference: An experi-
mental realization, Phys. Rev. B 90, 174407 (2014).

[29] A. Haldar, R. Moessner, and A. Das, Onset of floquet thermal-
ization, Phys. Rev. B 97, 245122 (2018).

[30] A. Haldar, D. Sen, R. Moessner, and A. Das, Dynamical freez-
ing and scar points in strongly driven floquet matter: Reso-
nance vs emergent conservation laws, Phys. Rev. X 11, 021008
(2021).

[31] S. Sachdev and J. Ye, Gapless spin-fluid ground state in a ran-
dom quantum Heisenberg magnet, Phys. Rev. Lett. 70, 3339
(1993), arxiv:cond-mat/9212030.

[32] A. Y. Kitaev, Talks at KITP, university of california, santa
barbara, Entanglement in Strongly-Correlated Quantum Matter
(2015).

[33] J. Maldacena and D. Stanford, Remarks on the sachdev-
ye-kitaev model, Phys. Rev. D 94, 106002 (2016),
arxiv:1604.07818 [hep-th].

[34] D. Chowdhury, A. Georges, O. Parcollet, and S. Sachdev,
Sachdev-Ye-Kitaev models and beyond: Window into non-
Fermi liquids, Rev. Mod. Phys. 94, 035004 (2022).

[35] C. Kuhlenkamp and M. Knap, Periodically Driven Sachdev-
Ye-Kitaev Models, Phys. Rev. Lett. 124, 106401 (2020),
arxiv:1906.06341 [cond-mat].

[36] R. Mukherjee, K. Lewellen, H. Guo, and D. Chowdhury, To
appear.

[37] A. Blais, A. L. Grimsmo, S. M. Girvin, and A. Wallraff, Circuit
quantum electrodynamics, Rev. Mod. Phys. 93, 025005 (2021).

[38] See Supplemental Material for details.
[39] A. Haldar, P. Haldar, S. Bera, I. Mandal, and S. Banerjee,

Quench, thermalization, and residual entropy across a non-
Fermi liquid to Fermi liquid transition, Phys. Rev. Research 2,
013307 (2020).

[40] P. Weinberg and M. Bukov, QuSpin: A Python package for
dynamics and exact diagonalisation of quantum many body
systems. Part II: Bosons, fermions and higher spins, SciPost
Physics 7, 020 (2019).

[41] G. Baym and L. P. Kadanoff, Conservation laws and correlation
functions, Phys. Rev. 124, 287 (1961).

[42] G. Stefanucci and R. van Leeuwen, Nonequilibrium Many-Body
Theory of Quantum Systems: A Modern Introduction (Cam-
bridge University Press, Cambridge, 2013).
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Supplementary information for “Dynamical Freezing in Exactly Solvable Models of Driven Chaotic Quantum Dots”
Haoyu Guo, Rohit Mukherjee, Debanjan Chowdhury

Derivation of Kadanoff-Baym Equation

In this section we provide a derivation of the Kadanoff-Baym equation for the coupled SYK quantum dots. Our starting point
is the disordered averaged Keldysh path-integral

Z =
∫

DtLP[tL]DtRP[tR]DJLP[JL]DJRP[JR]DVP[V]DJ′P[J′]Dc†Dc exp(iS ). (15)

Here we focus on the leading large-N order where only the replica symmetric saddle point is relevant, so we have set the replica
number to one and replaced the quenched average by annealed average [76]. The action before averaging is

S =
∫

dz

 ∑
α=L,R

∑
i

c†αii∂zcαi − H[c†, c]

 , (16)

where the coordinate z runs on the Keldysh contour C = Cβ∪C+∪C− as shown in Fig. 4, and H[c†, c] is the Hamiltonian defined
in the main text.

We perform the disorder averaging over the couplings, with the Gaussian integral identity

⟨ei(az̄+āz)⟩ = e−|a|
2⟨|z|2⟩ , (17)

and we rewrite the result with G-Σ action, by inserting the functional identity

1 =
∫

DGDΣ exp

∫ dz1dz2

∑
α=L,R

Σα(z1, z2)

∑
i

icαi(z2)c†αi(z1) + NGα(z2, z1)


 . (18)

The result is

Z =
∫

DGDΣ exp (iNS [G,Σ]) , (19)

where

iS [G,Σ] =
∑
α

ln det(i∂z − fα(z) − Σα) +
∑
α

∫
dzdz′Σα(z, z′)Gα(z′, z)

−

∫
dzdz′

∑
α

[
t2
α

2
Gα(z, z′)Gα(z′, z) +

J2
α

4
G2
α(z, z′)Gα(z′, z)2

]
−

∫
dzdz′

[
V2

LRGL(z, z′)GR(z′, z) + J2
LRG2

L(z, z′)G2
R(z′, z)

]
. (20)

Here fα(z) = sα f (t) when z = t ∈ C+ ∪ C− on the real-time branches (sL = 1, sR = −1) , and on the imaginary branch
z = −iτ ∈ Cβ, fα(z) = −µα is set to the initial chemical potentials of the two dots.

Before getting to the saddle point equations, we can perform a gauge transformation on the bi-local variables

Gα(z, z′)→ e−iθα(z)Gα(z, z′)eiθα(z′) , (21)

Σα(z, z′)→ e−iθα(z)Σα(z, z′)eiθα(z′) . (22)

where

θα(z) =
{ ∫ z

0 dz̄ fα(z̄), z ∈ C+ ∪C−;
0, z ∈ Cβ.

(23)
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(a) z = 0 C+

C−

Cβ

z = −iβ

(b) z = 0 C1+

C1− C2+

C2−
Cβ

z = −iβ

FIG. 4: (a) The Keldysh contour for calculating the time-evolution of particle density. It consists of a real-time branch C+ ∪ C− and an
imaginary-time branch Cβ. (b) The double-Keldysh contour for calculating the out-of-time-ordered correlator, which contains two real-time
branches C1 = C1+∪C2+ and C2 = C2+∪C2− and an imaginary-time branch Cβ. The distance between C1 and C2 along the imaginary direction
is infinitesimal and is exaggerated in the illustration.

which removes the driving term in the log determinant and transfers it into the self-energies. The action therefore reads

iS [G,Σ] =
∑
α

ln det(i∂z − Σα) +
∑
α

∫
dzdz′Σα(z, z′)Gα(z′, z)

−

∫
dzdz′

∑
α

[
t2
α

2
Gα(z, z′)Gα(z′, z) +

J2
α

4
G2
α(z, z′)Gα(z′, z)2

]
−

∫
dzdz′

[
V2

LRe2i(θ(z)−θ(z′))GL(z, z′)GR(z′, z) + J2
LRe4i(θ(z)−θ(z′)G2

L(z, z′)G2
R(z′, z)

]
. (24)

At the leading large-N order, we can take the saddle point of the action (24), which yields Eqs.(7),(8) in the main text.

Solution of the Kadanoff-Baym Equation

In this section we discuss procedure of solving the Kadanoff-Baym Equation (KBE) in the main text. While the KBE is
compact when written in the form of Contour Green’s function G(z1, z2) where z1, z2 are points on the complex Keldysh contour,
to solve it we must expand it into components [42, 43]. These components are classified according to whether z1, z2 sits on the
forward contour C+, the backward contour C− or the imaginary-time contour Cβ. They are

• The Matsubara component

GM(τ1 − τ2) = −iG(z1 = −iτ1, z2 = −iτ2) , (25)

where z1, z2 are both in Cβ, and we assumed translation symmetry on Cβ.

• The left-mixing component

G⌉(t1, τ2) = G(z1 = t1, z2 = −iτ2) , (26)

where z1 ∈ C+ or C− and z2 ∈ Cβ.

• The right-mixing component

G⌈(τ1, t2) = G(z1 = −iτ1, z2 = t2) , (27)

where z1 ∈ Cβ and z2 ∈ C+ or C−.
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• The lesser component

G<(t1, t2) = G(z1 = t1, z2 = t2) , (28)

where z1 ∈ C+, z2 ∈ C−.

• The greater component

G>(t1, t2) = G(z1 = t1, z2 = t2) (29)

where z1 ∈ C−, z2 ∈ C+.

• The regarded component

GR(t1, t2) = θ(t1 − t2)
[
G>(t1, t2) −G<(t1, t2)

]
. (30)

Here θ is the Heaviside step function.

• The advanced component

GA(t1, t2) = θ(t2 − t1)
[
G<(t1, t2) −G>(t1, t2)

]
. (31)

The self-energies can be decomposed in a similar way.
Since the Green’s function is anti hermitian G(z2, z1)∗ = −G(z∗1, z

∗
2), knowing the 4 components (GM ,G⌉,G<,GR) determines

the full G(z1, z2). The Kadanoff-Baym equation in component form reads [43] (we suppress the L,R indices for simplicity):

−∂τGM(τ) −
∫ β

0
dτ′ΣM(τ − τ′)GM(τ′) = δ(τ) , (32)

i∂tG⌉(t, τ) −
∫ t

0
dt̄ ΣR(t, t̄)G⌉(t̄, τ) =

∫ β

0
dτ′Σ⌉(t, τ′)GM(τ′ − τ) , (33)

i∂tGR(t, t′) −
∫ t

t′
dt̄ ΣR(t, t̄)GR(t̄, t′) = δ(t − t′) , (34)

i∂tG<(t, t′) −
∫ t

0
dt̄ ΣR(t, t̄)G<(t̄, t′) =

∫ t′

0
dt̄Σ<(t, t̄)GA(t̄, t′) − i

∫ β

0
dτΣ⌉(t, τ)G⌈(τ, t′) . (35)

We use the NESSi package [43] to solve Eqs.(32)-(35). We first solve Eq.(32) on the Matsubara axis by fixed point iteration.
Here we discretize the interval [0, β] by Nτ = 400 segments of equal length. Next, we use the Matsubara solution as initial
condition and propagate Eqs.(33)-(35) on the real-time axis. The real-time coordinates are discretized in timestep ht. We
typically use ht = 0.025T . The propagation utilizes a simple predictor-corrector algorithm. We start from an initial guess of
G(t, t′) based on 5th order polynomial extrapolation of G(t−nht, t′), n = 1, 2, 3, 4, 5. From this guess we update the self-energies,
and then solve the discretized versions of Eqs.(33)-(35) to update G(t, t′), and we iterate until G(t, t′) converges (usually within
2 or 3 iterations). The derivatives in Eqs.(33)-(35) are discretized using 5th order backward differentiation, and the convolutions
are calculated with 5th order Gregory quadratures. Therefore, we expect our numerical solution to have 5th order accuracy in ht.

Computation of quantum chaos

In this section, we discuss the computation of the inter-branch correlation function G12(z1, z2), which serves as a proxy for
OTOC and quantum chaos. As discussed in Ref.[46], it can be viewed as the response of the system to perturbation of the
thermofield double state, which can be described by the Kadanoff-Baym equation on the double-Keldysh contour (see Fig.4)
C = C1 ∪C2 ∪Cβ. Unlike most theoretical literatures where C1 and C2 are separated by distance β/2 in the imaginary direction,
here they are infinitesimally next to each other. As we will see later this configuration allows us to reuse the numerical solution
from the single Keldysh-contour. The perturbation can be characterized as an additional term in the self-energy:

δΣα(t1, t2) = δ(t1)δ(t2) ×
{
−iz, if t1 ∈ C1, t2 ∈ C2 ,
iz, if t2 ∈ C1, t1 ∈ C2 .

(36)
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Note here that δΣα(t1, t2) exists for both t1 ∈ C1+ and t1 ∈ C1− and it takes equal value, and similar statements holds for t2 as
well. This is required to ensure that forward propagation

∫
C1+

dz and backward propagation
∫

C1−
dz cancel exactly.

We analyze the Kadanoff-Baym equation in component form. For simplicity we suppress the α = L,R indices. In contour-
coordinate form, the first KB equation reads

i∂zG(z, z′) −
∫

C
dz̄ Σ(z, z̄)G(z̄, z′) = δ(z, z′) . (37)

We first consider the case where z, z′ ∈ Cβ ∪ C1, which corresponds to the Green’s function components introduced in the
previous section. The difference between the single Keldysh contour case is that the convolution variable z̄ can sit on C2. Since z̄
does not coincide with z, z′ as they are in different branches, the integrand Σ(z, z̄)G(z̄, z′) is continuous. Furthermore, it takes equal
value for z̄ ∈ C2+ and z̄C2−, and therefore

∫
C2

dz̄ Σ(z, z̄)G(z̄, z′) = 0 because the time-arrowed is reversed from C2+ to C2−. The
bottom line is that the inter-branch components GM ,GR,G< and the mixing components G⌉ are the same as the single-Keldysh
contour case. Similar discussion also holds for z, z′ ∈ Cβ ∪C2.

Next, we restrict z = t1 ∈ C1, z′ = t2 ∈ C2 in Eq.(7) and break up the convolution in different components. We find that the
equation for G12(t1, t2) is identical to Eq.(35):

i∂tG12(t, t′) −
∫ t

0
dt̄ ΣR(t, t̄)G12(t̄, t′) =

∫ t′

0
dt̄ Σ12(t, t̄)GA(t̄, t′) − i

∫ β

0
dτΣ⌉(t, τ)G⌈(τ, t′) . (38)

The conjugate equation is

−i∂t′G12(t, t′) −
∫ t′

0
dt̄ G12(t, t̄)ΣA(t̄, t′) =

∫ t

0
dt̄ GR(t, t̄)Σ12(t̄, t′) − i

∫ β

0
dτG⌈(t, τ)Σ⌉(τ, t′) . (39)

Here the self-energies are calculated from Eq.(8) of the main text plus the perturbation (36).
Similarly, for G21(t1, t2) where z = t1 ∈ C2, z′ = t2 ∈ C1, the resulting equation is of the same form

i∂tG21(t, t′) −
∫ t

0
dt̄ ΣR(t, t̄)G21(t̄, t′) =

∫ t′

0
dt̄ Σ21(t, t̄)GA(t̄, t′) − i

∫ β

0
dτΣ⌉(t, τ)G⌈(τ, t′) , (40)

−i∂t′G21(t, t′) −
∫ t′

0
dt̄ G21(t, t̄)ΣA(t̄, t′) =

∫ t

0
dt̄ GR(t, t̄)Σ21(t̄, t′) − i

∫ β

0
dτG⌈(t, τ)Σ⌉(τ, t′) . (41)

Therefore, one particular solution of Eqs.(38)-(41) is G12 = G< and G21 = G>. However, unlike the intra-branch component
G>, G< which satisfy the relation G> −G< = GR −GA, G12 and G21 are not constrained by this relation, so they are susceptible
to perturbations, and can flow to the solution G12 = G21 = 0 at t → ∞.

Our goal is therefore to solve Eqs.(38)-(41) numerically. First, we cannot literally use the delta-function perturbation (36), but
instead we integrate it to transform it into an initial condition:

G12(t, t′) = G<(t, t′) + z
[
G>(t, t′) −G<(t, t′)

]
, t > 0, t′ = 0 or t = 0, t′ > 0 . (42)

G21(t, t′) = G>(t, t′) − z
[
G>(t, t′) −G<(t, t′)

]
, t > 0, t′ = 0 or t = 0, t′ > 0 . (43)

We then propagate Eqs.(38)-(41) in the first quadrant of (t, t′)-plane with initial condition Eqs.(42)-(43). The propagation
algorithm is the same as that for the single Keldysh contour KB equation. Because the NESSi package only supports Green’s
function on a single Keldysh contour, we have implemented our own solver in Julia.

Finally, we benchmark our solver using the single-dot complex SYK model, whose self-energy is

Σ(z, z′) = J2G2(z, z′)G2(z′, z) . (44)

We compare our result with the direct solution of the Schwinger-Dyson equation on the double-Keldysh contour [46]. We
discretize the double Keldysh contour C into L segments, indexed by m = 1, 2, . . . , L. The contour ordered Green’s function is
then discretized as a matrix Ĝ(m, n) = G(mht, nht) with ht being the step size. The discretized Schwinger-dyson equation reads

Ĝ =
1

Ĝ−1
0 − Σ̂

, (45)
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where Ĝ0 is the free fermion Green’s function, and Σ̂ is the discretized fermion self-energy. It is given by

Σ̂(m, n) = h2
t J2Ĝ(m, n)2Ĝ(n,m) f (m) f (n) − izσ(m, n) . (46)

Here f (m) = 1,−1,−i indicates the direction of contour integration. The source term σ(m, n) is (δ(·, ·) below is Kronecker delta)

σ(m, n) = δ(m, n0(C1+))δ(n, n0(C2+))+δ(m, n0(C1−))δ(n, n0(C2−))−δ(m, n0(C1+))δ(n, n0(C2−))−δ(m, n0(C1−))δ(n, n0(C2+))−(m↔ n) ,
(47)

where n0(C) is the index of the point t = 0 on branch C.
The comparison is shown in Fig. 5. The only noticeable difference between our method and the benchmark is at initial times

where the initial conditions are implemented differently.

Our Method

Benchmark

10 20 30 40

0.1

0.2

0.3

0.4

0.5

Our Method

Benchmark

10 20 30 40

0.001

0.005
0.010

0.050
0.100

0.500

FIG. 5: Comparing our chaos solver with Ref. [46]. We consider the complex SYK model at half filling, with J = 1, βJ = 8 and z = 0.001.
In our algorithm we used time step ht = 0.04 and in the benchmark we used ht = 0.125. The left panel compares ImG12(t, t) in linear scale,
and the right panel compares 0.5 − ImG12(t, t) in log scale. The only noticeable difference is at the initial times which is due to different
implementation of the initial condition.

ED results with disorder average

In Fig.(6) and Fig.(7) we present the exact diagonalization results after averaging over different disorder realizations. We
observe that the qualitative aspects are very similar to the single-snapshot data presented in the main text.

Freezing for different initial conditions

In this section, we present additional data which demonstrates freezing at different initial conditions. In Fig. 8, we show large-
N results where we initialize the system at different initial temperatures β−1 with a chemical potential difference µR − µL, and
we see freezing holds irrespective of the temperature. We note that even for the high initial temperature state (β/T = 1) where
β−1 ≫ tα, Jα,VLR, JLR, freezing is still present. We note by construction of the KBE, the initial states considered in large-N are
the thermal density matrices.

In Fig. 9 we show results obtained from ED. Here instead of the thermal density matrix we consider the thermal pure state

|ψβ⟩ =
∑

n

e−βEn |n⟩ , (48)

where n samples over states with a given initial NR − NL.
As shown in Fig. 9 states of different initial temperature β−1 freezes at the theoretical predicted freezing points.
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FIG. 6: ED results averaged over fifty disorder realizations for the difference in particle numbers of two dots, NR − NL, plotted stroboscopi-
cally. (a) Freezing dynamics yields results identical to those from individual snapshots. The fluctuations around the thermalized value of the
difference are suppressed when we are away from freezing. (b) A similar feature is observed when the system is initially prepared in a state
such that the difference of NR − NL is very small. All other parameters for the plot is same as Fig(1)
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FIG. 7: Disorder averaged (fifty realizations) Entanglement entropy (S ent) is plotted stroboscopically at and away from the freezing point. (a)
Results are mirrored by the outcomes of individual snapshots as in Fig.(2). (b) Initial state that corresponds to small difference in particle
number has nonzero entanglement entropy to begin with. All other parameters for the plot is same as Fig(1)

Analytical Estimate for the density decay rate at freezing

In this section we provide more details for the analytical estimate of the leading correction to the freezing behavior. The goal
of this section is to calculate the inter-dot conductance σ, which serves as an estimate for the decay rate of the density difference
NR − NL. For simplicity, we will restrict to the linear response regime near the Floquet steady state.

Green’s function in the Floquet steady state

At the Floquet steady state, the Green’s functions possess discrete time translation symmetry

G(t, t′) = G(t + T, t′ + T ) . (49)

The fourier frequency ω,ω′ corresponding to t, t′ must differ by integral multiples of Ω = 2π/T , and we therefore consider the
following Floquet fourier transform

Ĝmn(ω) =
1
T

∫ T

0
dt

∫ ∞

−∞

dt′G(t, t′)ei(ω+mΩ)te−i(ω+nΩ)t′ . (50)
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FIG. 8: Freezing in the large-N limit with different initial temperatures (β−1). (a) SYK222 model with cosine drive at the first freezing point;
(b) SYK242 model with square wave drive at the first freezing point; (c) SYK442 model with cosine drive at the frist freezing point; Parameters
used: tLT = JLT = tRT = JRT = (1/2)VLRT = (1/2)JLRT = 0.1, We use chemical potential µLT = −µRT = 0.1 for initial inverse temperature
β/T = 10, 20, 30, 40, 50, and we use µLT = µRT = 0.5 for the initial inverse temperature β/T = 1.

This definition has a redundancy Ĝmn(ω + Ω) = Ĝm+1,n+1(ω), which can be removed by restricting −Ω/2 < ω ≤ Ω/2. Therefore
ω can be interpreted as the Floquet quasi-energy. The inverse transform is

G(t, t′) =
∑
mn

∫ Ω/2

−Ω/2

dω
2π

Ĝmn(ω)e−i(ω+mΩ)tei(ω+nΩ)t′ . (51)

It can be verified that for convolution C(t, t′) =
∫

dt̄A(t, t̄)B(t̄, t′), the corresponding Floquet fourier transform becomes matrix
multiplication

Ĉ(ω) = Â(ω)B̂(ω) . (52)

For point-wise multiplication C+(t, t′) = A(t, t′)B(t, t′) and C−(t, t′) = A(t, t′)B(t′, t), the Floquet fourier transform becomes

Ĉ+mn(ω) =
∑
m1,n1

∫ Ω/2

−Ω/2

dω1

2π
Âm1n1 (ω1)B̂m−m1,n−n1 (ω − ω1) , (53)

Ĉ−mn(ω) =
∑
m2,n2

∫ Ω/2

−Ω/2

dω2

2π
Âm2+m,n2+n(ω + ω2)B̂m2n2 (ω2) . (54)
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FIG. 9: ED results for the freezing at different initial temperature: We use chemical potential µL = −µR = 0.055; For SYK222: tLT = tRT =
(1/2)VLRT = 0.1 under drive (2b), SYK242 with tLT = tRT = (1/2)JLRT = 0.1 under drive (2a) and SYK442 with JLT = tRT = JLRT = 0.1
under drive (2b). β is the inverse temeprature with kB=1.

Next we discuss the structure of the Kadanoff-Baym or Schwinger-Dyson equation at the steady state. The correlation with
the initial state has died out, so we can drop the ⌈ and ⌉ components in the Kadanoff-Baym equations. The retarded Green’s
function is given by the equation (here we use the gauge transformed Green’s function introduced in (21))

i∂tGR(t, t′) −
∫ t

t′
dt̄ΣR(t, t̄)GR(t̄, t′) = δ(t, t′) , (55)

and the lesser Green’s function satisfies

i∂tG<(t, t′) −
∫ t

−∞

dt̄ΣR(t, t̄)G<(t̄, t′) =
∫ t′

−∞

dt̄Σ<(t, t̄)GA(t̄, t′) . (56)

After Floquet fourier transform, Eq.(55) becomes

(ω + m̂Ω − Σ̂R(ω))ĜR(ω) = 1̂ . (57)

Here m̂ab = aδab.
The self-energy is given by Eq. 8 of the main text, which we rewrite by separating out the static intra-dot contribution and the

oscillating inter-dot contribution

ΣR
α(t, t′) = ΣR,a

α (t, t′) + eisαφ(t)ΣR,b
α (t, t′)e−isαφ(t′) . (58)

Here φ = 2θ or 4θ where θ is given by Eq. 3a of the main text, depending on which inter-dot interaction is used. We have restored
the dot index α = L,R here with sL = −sR = 1. The Floquet fourier transform of (58) reads

Σ̂R
α = Σ̂

R,a
α + F̂αΣ̂

R,b
α F̂†α . (59)

Here F̂L = F̂†R = F̂. The unitary matrix F̂mn = Fm−n is defined by the fourier coefficients of eiφ:

eiφ(t) =
∑

m

Fme−imΩt . (60)

Kubo formula for inter-dot conductance

To estimate the approximate conservation tied to the decoupled charge densities, we calculate the inter-dot conductivity. In
this subsection we derive a Kubo formula for the conductance. Within linear response, the current flowing into the left dot is
given by

J(t) = −
∫

dt′ΠR
J,nL

(t, t′)(VR(t′) − VL(t′)) . (61)

Here ΠR
J,nL

is the retarded correlation function between J and nL, and VR and VL are the electrostatic potential on the two dots
respectively. Since J = ṅL, we have

∂t′Π
R
J,nL

(t, t′) = contact term + ΠR
J,J(t, t′). (62)
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The inter-dot conductance can therefore be written as

σ(t, t′) = −ΠR
J,nL

(t, t′) =
∑
m,n

∫ Ω/2

−Ω/2

dω
2π

ΠR
JJ,mn(ω) − ΠR

JJ,mn(0)

−i(ω + nΩ)
e−i(ω+mΩ)tei(ω+nΩ)t′ . (63)

Since we are interested in the slow dynamics, with time scale much longer than one period T , we consider the averaged
conductance over one-period:

σ(ω) =
1
T

∫ T

0
dτ

∫ ∞

−∞

dtσ(τ + t/2, τ − t/2)eiωt =
ΠR

JJ,00(ω) − ΠR
JJ,00(0)

−iω
. (64)

The real part can be rewritten as

Reσ(ω) =
i

2ω

[
ΠR

00(ω) − ΠA
00(ω)

]
, (65)

where we have dropped the JJ subscript for clarity, and from now on ΠR/A will refer to the retarded/advanced current-current
correlator. We are interested in the DC limit ω→ 0.

The explicit expression for the current-current correlator in the leading large-N order is

Π≷(t, t′)/N = − iV2
LR

[
e2iθ(t)G≷R(t, t′)G≶L(t′, t)e−2iθ(t′) + e−2iθ(t)G≷L(t, t′)G≶R(t′, t)eiθ(t′)

]
− 2iJ2

LR

[
e4iθ(t)G≷R(t, t′)2G≶L(t′, t)2e−4iθ(t′) + e−4iθ(t)G≷L(t, t′)2G≶R(t′, t)2e4iθ(t′)

]
. (66)

To evaluate Eq.(65), we use the identity ΠR − ΠA = Π> − Π<, and we rewrite the Green’s functions using the combination
Aα = i(G>

α −G<
α) and G<

α , we obtain

Π>(t, t′) − Π<(t, t′) = e2iθ(t)PRL(t, t′)e−2iθ(t′) + e−2iθ(t)PLR(t, t′)e2iθ(t′)

+ e4iθ(t)QRL(t, t′)e−4iθ(t′) + e−4iθ(t)QLR(t, t′)e4iθ(t′) , (67)

where

Pαβ(t, t′) = NV2
LR

[
G<
α(t, t′)Aβ(t′, t) − Aα(t, t′)G<

β (t′, t)
]
, (68)

Qαβ(t, t′) = −iNJ2
LR

[
G<
α(t, t′)2Aβ(t′, t)2 − Aα(t, t′)2G<

β (t′, t)2 + 2iG<
α(t, t′)2Aβ(t′, t)G<

β (t′, t) − 2iAα(t, t′)G<
α(t, t′)G<

β (t′, t)2
]
. (69)

In what follows we only consider the case with a single-type of inter-dot interaction, setting either VLR = 0 or JLR = 0.

High frequency expansion

The discussion so far is general and exact. Starting from this subsection we will apply the high-frequency expansion to the
problem. The starting point of the expansion is to assume that the driving frequency Ω is much larger than any other single-
particle energy scale of the problem (see the discussion in the main text). Therefore, the 00−th block of the Green’s function Ĝ
and self-energy Σ̂ are much larger than the other blocks. The leading order Schwinger-Dyson equation becomes

(ω − Σ̂R
00)ĜR

00(ω) = 1 , (70)

and the self-energy can also be evaluated by just retaining the 00th blocks

Σ̂R
α,00 = Σ̂

R,a
α,00[Ĝ00] + |F0|

2Σ̂R,b
α [Ĝ00] . (71)

Strictly speaking, there should be another set of equations for the lesser components Ĝ<, Σ̂< which are to be solved self-
consistently in conjunction with Eqs.(70),(71). However, here we employ the generalized Kadanoff-Baym ansatz [77, 78],
where

Ĝ<
α,mn(ω) = iÂα,mn(ω)nF(ω) , (72)
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where Â = i(ĜR − ĜA) is the spectral weight. We further assume that nF(ω) resembles a thermal distribution at low-energies:

nF(ω) =
1

eβeffω + 1
, (73)

with an inverse effective temperature βeff. This behavior of G< has been verified numerically in previous studies of driven SYK
models [35].

To summarize, Eqs.(70)-(72) form the leading order result of the 1/Ω expansion. Note that they are very similar to a non-
driven system, except that the frequency variable ω is restricted to [−Ω/2,Ω/2] in the driven setting, which is not important in
the large Ω limit. The result here aligns with the spirit of the Magnus expansion where the leading order Floquet Hamiltonian
can be replaced by the one-period average of the driven Hamiltonian.

For generic driving conditions, F0 , 0 and Eq.(71) describes a coupled quantum dot. However, exactly at the freezing points
discussed in the main text, F0 vanishes and we obtain two decoupled quantum dots at the leading order.

Inter-dot conductance away from freezing point

As a simpler example, let us look at the inter-dot conductance away from freezing. First we need to understand what terms
enter into the DC conductance. We consider the Floquet fourier transform of (67)

Reσ(ω) =
i

2ω

∑
m,n

[
F−mF∗−nŜ LR,mn(ω) + F∗mFnŜ RL,nm(ω)

]
. (74)

Here Ŝ = P̂ or Q̂, depending on which type of inter-dot coupling is considered. Fourier transforming Eqs.(68) and (69), we
obtain

i
2ω

P̂αβ,mn(ω) = N
V2

LR

2

∑
m2,n2

∫ Ω/2

−Ω/2

dω2

2π
Âα,m−m2,n−n2 (ω2 + ω)Âβ,m2n2 (ω2)

nF(ω2) − nF(ω + ω2)
ω

. (75)

i
2ω

Q̂αβ,mn(ω) = N
J2

LR

2
sinh(βeffω/2)

ω

∑
m2,n2,m3,n3,m4,n4

∫ Ω/2

−Ω/2

dω2dω3dω4

(2π)3

×
1

8 cosh(βeffω2/2) cosh(βeffω3/2) cosh(βeffω4/2) cosh(βeff(ω + ω3 + ω4 − ω2)/2)
× Âα,m+m3+m4−m2,n+n3+n4−n2 (ω + ω3 + ω4 − ω2)Âα,m2n2 (ω2)Âβ,m3n3 (ω3)Âβ,m4n4 (ω4) . (76)

At a non-freezing point, the largest term of Eq.(74) is from m = n = 0, and the largest contribution of Eqs.(75) and (76) also
arise from the 00-th block of the spectral weights. We therefore conclude that Reσ(ω) is of order 1/Ω0 away from freezing,
implying that the system equilibrates to NR = NL fast.

To understand how the conductance depends on other model parameters, we need the solution of Eqs.(70)-(72), and the
conductance can be inferred from Eqs.(75) or (76). Some examples include

• For the SYK222 model with tL = tR = t, there is a simple solution

Âα,00(ω) =

√
4h2 − ω2

h2 , h =
√

t2 + |F2
0 |V

2
LR . (77)

The DC conductance can be estimated by power counting Eq.(75), with the result

Reσ(0) ∼ N
|F0|

2V2
LR

t2 + |F0|
2V2

LR

. (78)

Note here that F0 depends on the ratio between driving amplitude and frequency A/Ω.

• For the SYK242 model with tL = tR = t and at weak coupling JLR ≪ t and low effective temperature, the spectral weight
Â00(ω) is similar to an isolated SYK2, and the conductance is proportional to T 2

eff:

Reσ(0) ∼ N |F0|
2|JLR|

2 T 2
eff

t4 . (79)
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• Consider SYK442 at weak coupling JLR ≪ JL, tR. The R-dot is a SYK2 with Â00(ω) ∼ 1/tR, and the L-dot is a SYK4 with
Â00(ω) ∼ 1/

√
JLω. The conductance is then

Reσ(0) ∼ N |F0|
2J2

LR
Teff

JLt2
R

. (80)

Inter-dot conductance at freezing

Now we shift our focus to the freezing point where F0 = 0. Clearly the leading order estimates above all vanish and we need
to go to higher order in 1/Ω. The main contribution to the conductance (74) now comes from terms with m, n , 0.

The task is therefore to find the leading order contribution to Eqs.(75) and (76) with m, n , 0. Heuristically, because Â00 is the
largest one, we would like to have as many zeroes in the floquet band indices m2, n2, . . . as possible. This leads us to consider
terms of the form ÂmnÂ00 or Âm0Â0n in Eq.(75), and terms of the form ÂmnÂ00Â00Â00 or Âm0Â0nÂ00Â00 in Eq.(76).

Our next task is therefore to find the 1/Ω scaling of the spectral weights Âmn and Âm0. We do this on a model by model basis.
We will only estimate the integrals in the power-counting sense.

SYK222: We first consider the SYK222 model with tL = tR = t, which is a quadratic theory. The Green’s function and self-
energies that appear below refer to the retarded component. To perform the 1/Ω expansion, we write ω + m̂Ω − Σ̂ into a block
matrix (

A B
C D

)
, (81)

where A00 = ω − Σ̂00, B0m = −Σ̂0m, Cm0 = −Σ̂m0, Dmn = (D0)mn − Σ̂mn, (D0)mn = (ω + mΩ)δmn. Using block matrix inversion
identities, we can write

Ĝ =
( 1

A−BD−1C − 1
A−BD−1C B 1

D
− 1

D−CA−1BC 1
A

1
D−CA−1B .

)
(82)

We can now solve the Schwinger dyson equation order by order in 1/Ω.
We will first look for nontrivial corrections arising from Ĝmn with m, n , 0, and then those from Ĝmn with m , 0. At the 1/Ω0

order, only the 00th block of the Green’s function Ĝ00 and the self-energy Σ̂00 are nonzero.
Going to first order in 1/Ω, there is a non-zero term in Ĝmn:

Ĝ(1)
α,mn =

1
ω + mΩ

δmn . (83)

However, this term does not contribute to the spectral weight because it has no discontinuity across the real axis for −Ω/2 < ω ≤
Ω/2.

Therefore we need to go to the next 1/Ω2 order, where the Green’s function reads

Ĝ(2)
α,mn =

1
ω + mΩ

[
Σ̂α,mn + Σ̂α,m0Ĝα,00Σ̂α,0n

](0) 1
ω + nΩ

. (84)

This needs to be solved together with the self-energy, which reads

Σ̂α,mn = t2Ĝα,mn + V2
LR

∑
ab

Fm−aF∗n−bĜᾱ,ab. (85)

For the result to be second order, the only possibility is to pick up the zeroth order a = b = 0 term in the sum, therefore we have

Ĝ(2)
α,mn =

V2
LRFmF∗nĜᾱ,00

(ω + mΩ)(ω + nΩ)
, Â(2)

α,mn =
V2

LRFmF∗nÂᾱ,00

(ω + mΩ)(ω + nΩ)
. (86)

However, this term does not contribute to the conductivity at the order 1/Ω2, this is due to cancellation between m > 0(n > 0)
and m < 0(n < 0) terms in the sum (74):

Reσ(ω) ∝
∑
mn

F−mF∗−nP̂LR,mn(ω) ∼
∑
mn

FmF∗−nÂ(2)
L,mnÂL,00

∼
∑
m,n

FmF−m

ω + mΩ
F∗nF∗−n

ω + nΩ
Â2

L,00 + (L↔ R) . (87)
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Here for clarity we have dropped the other factors and integration on frequencies. As we see
∑

m 1/(ω + mΩ) ∼ ω/Ω2 due to
cancellation between m and −m, Therefore, the contribution to conductivity is actually of order 1/Ω4.

Moving down to order 1/Ω3, the Green’s function becomes

Ĝ(3)
mn =

1
ω + mΩ

[
Σ̂α,mn + Σ̂α,m0Ĝα,00Σ̂α,0n

](1) 1
ω + nΩ

+
∑
k,0

1
ω + mΩ

[
Σ̂α,mk + Σ̂α,m0Ĝα,00Σ̂α,0k

](0) 1
ω + kΩ

[
Σ̂α,kn + Σ̂α,m0Ĝα,00Σ̂α,0n

](0) 1
ω + nΩ

, (88)

where (m) in the superscript means taking the 1/Ωm order term of the bracket. There is also no valid contribution as this order.
Looking at the first line of (88), the first order term in the bracket is from Σ̂(1)

α,mn:

Σ̂(1)
α,mn =

t2

ω + mΩ
δmn + V2

LR

∑
a,0

Fm−aF∗n−a
1

ω + aΩ
, (89)

which is non-singular and does not contribute to spectral weight. The second term Σ̂m0Ĝ00Σ̂0n does not have first order term due
to F0 = 0. As for the second line of (88), it suffers the same cancellation as described above in the k-summation and also later in
the m, n-summation, rendering this contribution at least of order 1/Ω6. Therefore, the first non-trivial correction to Ĝα,mn appears
at the order of 1/Ω4.

Next, we investigate the first non-trivial correction in Ĝ0m with m , 0. According to Eq.(82), it has the form

Ĝα,0m = Ĝα,00

∑
n,0

Σ̂α,0nĜα,nm . (90)

We now argue that Ĝα,0m starts at least from order 1/Ω2. Since Ĝα,nm is at least first order, we just need to analyze Σ̂α,0n and show
its first order. Indeed,

Σ̂α,0n = t2Ĝα,0n + V2
LR

∑
ab

Fm−aF∗−bĜᾱ,ab , (91)

and both terms are at least of order 1/Ω (note that b , 0 due to freezing). Therefore Âα,0m is at least of order 1/Ω2. Since it
contributes to P̂mn in the form of Âm0Â0n, it contributes to the conductivity at the order of 1/Ω4.

Combining everything, we conclude that the inter-dot conductance of SYK222 is of the form

Reσ(0) =
V2

LRt2

Ω4 F222(VLR/t, βefft) , (92)

where F222 is a dimensionless scaling function.
SYK242: In this part, we perform a similar analysis for the SYK242 model. The second order contribution to Ĝmn is still given

by Eq.(84). The difference is now the self-energy is instead given by

Σ̂α,mn = t2Ĝα,mn + J2
LR

∑
ab

Fm−aF∗n−bM̂ab , (93)

where M̂ is the product of three Green’s functions:

M≷α (t, t′) = G≷ᾱ(t, t′)2G≶α(t′, t) . (94)

Its spectral function is given by (after applying the generalized Kadanoff-Baym ansatz)

M̂>
α,mn(ω) − M̂<

α,mn(ω) =i
∑

m1,m2,n1,n2

∫ Ω/2

−Ω/2

dω1dω2

(2π)2 Âᾱ,m1n1 (ω1)Âᾱ,m2n2 (ω2)Âα,m1+m2−m,n1+n2−n(ω1 + ω2 − ω)

− cosh (βeffω/2)
4 cosh (βeffω1/2) cosh (βeffω2/2) cosh (βeff(ω1 + ω2 − ω)/2)

. (95)

Following the same previous reasoning, zeroth order term of Σ̂α,mn is

Σ̂(0)
α,mn = J2

LRFmF∗n M̂00 . (96)
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However this contribution suffers a similar cancellation to Eq.(87):

Reσ(ω) ∝
∑
mn

F−mF∗−nQ̂LR,mn(ω) ∼
∑
mn

F−mF∗−nÂ(2)
L,mnÂL,00ÂR,00ÂR,00

∼
∑
m,n

∑
m,n

FmF−m

ω + mΩ
F∗nF∗−n

ω + nΩ
i(M̂>

L,00 − M̂<
L,00)ÂL,00ÂR,00ÂR,00 + (L↔ R) , (97)

which makes its contribution to conductance of order 1/Ω4.
We move to the next order 1/Ω3. Unlike the SYK222 case, the there is actually a non-trivial contribution to Ĝmn appearing at

this order for SYK242. In SYK222, since M̂ is linear in Ĝ, the first order term M̂(1) ∝ G(1)
mn is non-singular and does not contribute

to spectral weight (see the second term of Eq.(89)). In contrast, in SYK242, due to the nonlinearity of M̂, there is a non-trivial
first order spectral weight. The explicit expression is

M̂>,(1)
α,mn(ω) − M̂<,(1)

α,mn(ω) =
∫ Ω/2

−Ω/2

dω1dω2

(2π)2

[
Âᾱ,00(ω1)Âᾱ,00(ω2)Ĝ(1)

α,−m,−n(ω1 + ω2 − ω) (nF(ω1) + nF(ω2) − 1)

+ 2Ĝ(1)
ᾱ,mn(ω1)Âᾱ,00(ω2)Âα,00(ω1 + ω2 − ω)nF(ω1 + ω2 − ω)

]
,

(98)

where

Ĝ(1)
α,mn =

1
ω + mΩ

δmn . (99)

This term can lead to the following spectral weight of Âmn via the first line of Eq.(88):

Â(3)
α,mn =

V2
LR

(ω + mΩ)(ω + nΩ)

∑
ab

Fm−aF∗n−bi
(
M̂>,(1)

ab − M̂<,(1)
ab

)
. (100)

The discussion for the other type of correction, Âm0, is similar to SYK222. We find that Âm0 starts from order 1/Ω2.
Therefore, in a non-quadratic system like SYK242, we find that the inter-dot conductance is proportional to 1/Ω3, and it can

be written in the form

Reσ(0) =
J2

LRt
Ω3 F242(JLR/t, βefft) , (101)

with a dimensionless scaling function F242.
SYK442: This case is similar to SYK242. The difference now is that there can be an additional 1/Ω3 contribution coming from

the intra-dot interaction of the L dot. The inter-dot conductance is of the form

Reσ(0) =
J2

LRtR
Ω3 F442(JLR/tR, JL/tR, βefftR) . (102)

Decay rate of density difference and comparison with numerics

Finally, let us convert the conductivity calculated above to a decay rate of density difference, and compare it with the numerical
results. By definition, the conductivity is the response of current to the difference in electrostatic potential

ṅL = −ṅR = σ(VR − VL) . (103)

To get a closed equation for nα and Vα, we need to know the compressibility of the two dots

κα =
∂nα
∂Vα

. (104)

At freezing, the two dots are approximately decoupled, and we expect the compressibility takes the value of the individual
isolated dots. Therefore, the time-evolution for the potential difference is

d(VR − VL)
dt

= −λ(VR − VL) , (105)



21

4 6 8 10 12

10-7

10-4

FIG. 10: The decay rate λ of nR − nL at freezing as a function of driving frequency Ω of SYK222. Blue circles are the decay rates λ and yellow
squares are the numerical error estimates δλ. The red line is a fit to Ω−4 power-law. Parameters used: tL = tR = 0.3, tLR = 0.6. Step size
ht = 0.02. The system is subject to cosine drive with 2πA/Ω = 7.555 fixed at the first freezing point. When Ω is too large, the numerical error
δλ rises and dominates the signal.

where the decay rate is

λ =
σ
κRκL
κR+κL

. (106)

This is also the decay rate of nR − nL.
Now we can compare it with numerical results, where we verify the scaling of λ as a function Ω. The dependence of λ

on the couplings is harder to check because we do not have control on the compressibilities. We fit the numerical result of
nR(t) − nL(t) from the Kadanoff-Baym equations with the exponential decay form e−λt, and we plot λ as a function of driving
frequency Ω. To ensure that the decay rates we extract are numerically accurate, we plot it together with an error estimate
δλ, which is extracted from the deviations from perfect conservation of total particle density (due to numerical limitations)
δλ = 3(ntot(Tmax) − ntot(0))/Tmax, where Tmax is the maximum propagation time of the Kadanoff-Baym equation. Our results are
shown in Figs. 10,11 and 12. In the regime where Ω is much larger than then static Hamiltonian, we see scalings of λ consistent
with our analytical results, until Ω becomes large enough for the numerical uncertainties to kick in.
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FIG. 11: The decay rate λ of nR − nL at freezing as a function of driving frequency Ω of SYK242. Blue circles are the decay rates λ and yellow
squares are the numerical error estimates δλ. The red line is a fit to Ω−3 power-law. Parameters used: tL = tR = 0.3, JLR = 0.6. Step size
ht = 0.02. The system is subject to cosine drive with 2πA/Ω = 3.7775 fixed at the first freezing point.
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FIG. 12: The decay rate λ of nR − nL at freezing as a function of driving frequency Ω of SYK442. Parameters used: JL = tR = 0.3, JLR = 0.6.
Step size ht = 0.02. The system is subject to cosine drive with 2πA/Ω = 3.7775 fixed at the first freezing point.
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