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Abstract

Rapid advancements of deep learning are accelerating adoption in a wide variety of ap-
plications, including safety-critical applications such as self-driving vehicles, drones, robots, and
surveillance systems. These advancements include applying variations of sophisticated techniques
that improve the performance of models. However, such models are not immune to adversarial
manipulations, which can cause the system to misbehave and remain unnoticed by experts. The
frequency of modifications to existing deep learning models necessitates thorough analysis to
determine the impact on models’ robustness. In this work, we present an experimental evaluation
of the effects of model modifications on deep learning model robustness using adversarial attacks.
Our methodology involves examining the robustness of variations of models against various
adversarial attacks. By conducting our experiments, we aim to shed light on the critical issue
of maintaining the reliability and safety of deep learning models in safety- and security-critical
applications. Our results indicate the pressing demand for an in-depth assessment of the effects
of model changes on the robustness of models.
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I. INTRODUCTION

Deep Learning (DL) has proven to be exceptional at solving real-world problems that traditional
Machine Learning (ML) approaches could not address effectively [1], [2]. The DL methods have
achieved significant advances in the traditional domains of computer vision, especially with the
emergence of Deep Neural Networks (DNNs) and the availability of high-performance hardware
to train complicated models [3]. Important issues in the DL methods have also been disclosed
simultaneously. One example is its vulnerability to undetectable input perturbations at test time [4],
[5]. For the image classification task, Szegedy et al. [6] initially developed minor perturbations on
the input image, which tricked state-of-the-art DNNs with a high confidence score. The perturbed
images are commonly-known as adversarial samples. This has led to a new dimension to the
adversarial DL paradigm, which entails creating DNNs that are robust to such adversarial samples.
Several factors must be addressed when designing robust networks, including what perturbations
the adversary may apply to the input and what knowledge the adversary has about the model and
the system.

There are two types of adversarial attacks: @ training stage attacks and @ testing stage attacks.
The training stage attacks modify the training dataset [7], the input features, or/and the data
labels/classes in order to attack the target model. Any of these types of modification meet the
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definition of perturbations that must be understood in order for DNNs to be robust. The testing
stage attacks are two main types: @) white-box attacks and @) black-box attacks. The white-box
attack is fully aware of the DL method, including its underlying structure and parameters. On
the other hand, the black-box attacks cannot access knowledge about the target model, but they
may train a local substitute model by querying the target model [8], exploiting the transferability
of adversarial samples, or employing a model inversion approach.

The robustness of deep neural network models has been the subject of extensive research, with
numerous studies investigating this issue from various angles [5]. However, with the emergence
of new versions and updates of existing models designed to improve performance, it is crucial to
understand the impact of these changes on model robustness. For instance, the Inception model was
improved by incorporating residual connections, resulting in state-of-the-art performance in the
2015 ILSVRC challenge. Many other advancements in the field have led to novel techniques that
can be applied to various models to improve their performance. In this study, we aim to investigate
how variations of models affect their robustness against adversarial attacks. Specifically, we use
three well-known white-box attacks (Fast Gradient Sign Method (FGSM) [9], Projected Gradient
Descent (PGD) [10], and Carlini & Wagner (C&W) [11]) to evaluate the robustness of different
versions of the VGG, Inception, and MobileNet architectures. Our main research question is “What
are the effects of architectural modifications on models’ robustness?”
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Fig. 1: The accuracy of adopted models.

Contributions. Our contributions are summarized as follows:

@ We investigate the impact of batch normalization on the performance and robustness of VGG-
based models under adversarial scenarios. Through a series of experiments targeting variations of
VGG models via various attacks, we highlight the necessity for careful consideration when using
batch normalization, as its benefits in stabilizing and accelerating the training and improving
the performance might also be associated with potential drawbacks in terms of robustness.

@® We analyze variations of the Inception architectures, such as Inception V4 and Inception
ResNet V2 under various adversarial scenarios. Our analysis shows that newer models, e.g.,
Inception ResNet V2 exhibit improved performance and higher robustness to adversarial attacks.
In particular, we show that these models can withstand adversarial attacks with longer attack
times and higher noise rates, indicating a higher level of robustness.

© We also explored small and large variants of MobileNet against adversarial scenarios. Our
results suggest that MobileNet V3 outperforms MobileNet V2 while maintaining a high level of
robustness. This can be contributed to the incorporation of the squeeze-and-excitation module
(which allows the model to suppress noisy features) and hard-swish activation functions.



Organization.. The study is organized as follows. In Section II, we discuss the dataset and studied
models, Section III shows our results and observations, and in Section IV and V we provide some

discussion and conclusion for our study.

II. EXPERIMENTAL SETTINGS

In this section, we discuss the settings of our experiments including the used dataset, models,

and evaluation metrics.

TABLE I: The parameters of selected models.

Number of Number of Activation
Model .

parameters Layers functions
VGG 11 132,863,336 11 ReLU
VGG 13 133,047,848 13 RelLU
VGG 16 138,357,544 16 RelLU
VGG 19 143,667,240 19 ReLU
VGG 11 BN 132,868,840 11 RelLU
VGG 13 BN 133,053,736 13 RelLU
VGG 16 BN 138,365,992 16 ReLU
VGG 19 BN 143,678,248 19 RelLU
Inception V3 27,161,264 48 RelLU
Inception V4 42,679,816 49 ReLU
Inception ResNet V2 55,843,464 164 ReLU
MobileNet V2 3,504,872 53 ReLLU
MobileNet V3 (small) 2,542,856 65 Hardswish
MobileNet V3 (large) 5,483,032 157 Hardswish

Dataset. In this work, we use the widely recognized and extensively used ImageNet dataset, which
is composed of 14 million images. Each image in the dataset has a resolution of 224x224 pixels
and belongs to one of 1000 classes. For our experiments, we use 1000 test images for each attack.
Those images are selected based on two conditions: @ one example from each class of ImageNet
and @ each image must be classified correctly by all selected models.

Models. In this study, we employed a total of fourteen models from three commonly used families
of convolutional neural networks: VGG, Inception, and MobileNet. Each family included different
versions and types of models. We utilized pre-trained models on the PyTorch framework for our
experiments on the ImageNet dataset. The characteristics and performance of the adopted pre-
trained models are shown in Table I and Figure 1, respectively. In Table I, we show the key aspects
of each model, such as the architecture, the number of layers, and the number of parameters. Figure
1 shows the top-5 accuracy of each model using ImageNet dataset.

Evaluation Metrics. For evaluating the robustness of the models, we utilize the following evalu-
ation metrics.

« Attack success rate: This is calculated by dividing the number of successful attacks by the
total number of attempts.

o Attack time: We measured the time it took to add a specific level of noise to a benign image
to achieve a successful attack. The results are presented as the average attack time in seconds
for each model.

« Noise rate: The amount of noise in the image is determined by using a metric called Structural
Similarity Index Measure (SSIM) [12]. SSIM measures how two images are similar to each
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Fig. 3: Attack success rate, attack time, and attack noise rate on VGG and VGG BN models.

other. For calculating the noise rate, we subtract the SSIM value from 1 (i.e.,, noise rate =
1 — SSIM). SSIM is calculated as follows.

(24 pty + €1)(202y + C2)
(12 + 1y + c1)(0F + 0 + c2)
where = and y are the two input images being compared, ji, and p, are the mean values of

and y, o, and o, are the standard deviations of x and y, 0y is the cross-covariance of x and
y, and c¢; and ¢y are small constants added to avoid division by zero.

SSIM(z,y) =

Experiment Workstation. The experiments are conducted on a machine equipped with an Intel
Xeon(R) CPU E5-2620 v3 @ 2.40 GHzx 24 with Cuda-10.0 and three GEFORCE GTX TITANx
12 GB GPUs, as well as Python 3.7.7 distributed in Anaconda 4.8.3 (64-bit).
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Fig. 4: Attack success rate, attack time, and attack noise rate on Inception models.



B MobileNet V2 B MobileNet V3 (small) MobileNet V3 (large)

100 3.0 0.015

90
2.0 X
80 f
70 k
1.0 .
) I.
50 0.0 0.000
GD caw

FGSM P FGSM PGD caw FGSM PGD caw

Attack Success Rate
Attack Time

Noise Rate
o o
o o
S 2
o o

Fig. 5: Attack success rate, attack time, and attack noise rate on MobileNet models.

III. EXPERIMENTAL RESULTS

In our experiments, we evaluated the robustness of the models using 1,000 images in terms of
attack success rate, attack time, and noise rate. The main goal of the experiments is to examine
the effects of architectural designs and techniques of deep neural models on performance and
robustness. The study contributes to understanding the possible benefits and drawbacks of including
various techniques in model designs, and how they impact the performance and robustness of the
models. Particularly, we focus on analyzing the effects of batch normalization and architectural
variations on three popular deep learning architectures, namely VGG, Inception, and MobileNet.

A. Batch Normalization Effects on VGG models

Batch normalization (BN) is a technique used in deep neural networks to increase training
speed and stability. It works by normalizing each layer’s inputs to have a zero mean and unit
variance across a small batch of training data. BN is needed in deep neural networks to possibly
address internal covariate shifts, improve stability, act as a form of regularization, and allow for
higher learning rates. Figure 1-(a) shows the comparison between the accuracy of VGG models
with and without BN. The figure demonstrates that incorporating batch normalization improves
the performance of VGG models. Specifically, the accuracy of VGG 11 increased from 88.75%
to 89.82% when using BN. Similarly, in VGG 13 (increased from 89.26% to 90.49%), in VGG
16 (increased from 90.35% to 91.61%), and in VGG 19 (increased from 90.82% to 92.07%).

Although BN can enhance the stability and accuracy of the model and reduce overfitting, our
results, as depicted in Figure 2, demonstrate that incorporating BN in VGG models can increase
the success rate of adversarial attacks. In terms of attack time and noise rate, our results (as
shown in Figure 3) indicate that BN has an unnoticeable effect. One possible reason for this result
is that BN can make the models more susceptible to gradient masking, which occurs when the
gradients of the loss function with respect to the input become small or zero. This can contribute
to decreasing the diversity of feature representations, which can make it difficult for the model to
detect and respond to adversarial perturbations, leading to a decrease in overall robustness [13].

While BN can add additional parameters and non-linearity to a model, which may make it
more difficult for adversarial attacks to succeed, our experiments have shown that VGG models
with BN are actually more vulnerable. Specifically, when looking at FGSM attacks, we found that
the attack success rate was 3.93 percentage points higher on VGG models with BN compared to
those without BN. Similarly, on the PGD attack, VGG models with BN had a 0.63 percentage
point higher attack success rate than models without BN. Interestingly, on the C&W attack, we
found that VGG models without BN were more robust than VGG models with BN, with the attack
success rate being 1.80 percentage points lower on models without BN (Figure 2).

Generally, BN in deep learning models can lead to improved performance and training speed, but
our experiments suggest that it may negatively impact the model’s robustness. Further exploration
is necessary to better understand this trade-off, including investigating the impact of BN across a
broader range of models, datasets, and attack scenarios.



In addition, we compared the performance of four different versions of the VGG model (i.e.,
VGG 11, VGG 13, VGG 16, and VGG 19) to analyze how the number of layers in the model
affects its robustness to adversarial attacks in Figure 3. the results show that as the number of
layers increases, the model becomes more robust as indicated by a decrease in attack success rate
and an increase in attack time. However, the noise rate is stable across all versions.

B. Architectural Updates Effects on Inceptions

The next experiment in this study was conducted using different versions of the Inception
architecture, including Inception V3, Inception V4, and Inception ResNet V2. Both Inception
V4 and Inception ResNet V2 demonstrated a superior performance of 95.3% (top-5 accuracy)
compared to Inception V3 with 93.45% (Figure 1-(b), which was attributed to their various
architectural improvements such as residual connections, more aggressive factorization, batch
normalization, and bottleneck designs. Particularly, Inception V4 features a new “stem” module
that reduces the computational cost [14].

True label: American eagle Adv. label: American egret Adv. label: American egret Adv. label: American eagle
Inception V3: American eagle (90.0%) Confidence: 53.35% Confidence: 46.64% Confidence: 94.73%
Inception V4: American eagle (91.0%) Noise rate: 0.016 Noise rate: 0.018 Noise rate: 0.018
Inception ResNet V2: American eagle (98.0%) Attack time: 1.47 secs Attack time: 2.17 secs Attack time: 4.13 secs

True label: Golf ball Adbv. label: Toilet tissue Adv. label: Golf ball Adv. label: Golf ball
Inception V3: Golf ball (100.0%) Confidence: 90.89% Confidence: 93.43% Confidence: 91.86%
Inception V4: Golf ball (100.0%) Noise rate: 0.263 Noise rate: 0.351 Noise rate: 0.358
Inception ResNet V2: Golf ball (100.0%) Attack time: 5.54 secs Attack time: 7.62 secs Attack time: 13.51 secs

b)
True label: Airship Adv. label: Basketball Adv. label: Rugby ball Adv. label: Airship
Inception V3: Airship (100.0%) Confidence: 95.65% Confidence: 64.34% Confidence: 87.30%
Inception V4: Airship (96.0%) Noise rate: 0.231 Noise rate: 0.272 Noise rate: 0.283
Inception ResNet V2: Airship (100.0%) Attack time: 4.55 secs Attack time: 7.93 secs Attack time: 14.13 secs
c)

Inception V3 Inception V4 Inception Resnet V2

Fig. 6: Amount of noise, confidence, and time needed by the PGD attack for Inception V3,
Inception V4, and Inception ResNet V2 models. Images with a single object and a clear background
((B) and (C)) require more added noise and time.



In Figure 4, Inception V4 and Inception ResNet V2 demonstrate higher robustness to adversarial
attacks than Inception V3. The average attack success rates were 48.57% and 40.23% for Inception
V4 and Inception ResNet V2, respectively, compared to 73.33% for Inception V3. Inception V4
and Inception ResNet V2 also required longer attack times, with average times of 2.40 and 3.50
seconds, respectively, compared to 1.91 seconds for Inception V3. Additionally, Inception V4
and Inception ResNet V2 had higher average noise rates of 0.00961 and 0.00976, respectively,
compared to 0.00907 for Inception V3, indicating their increased robustness to attacks.

To better understand the importance of additional metrics, such as attack time and noise rate,
in evaluating model robustness, we provide examples in Figure 6. In Figure 6-(a), we show an
example of a PGD attack on Inception V3, Inception V4, and Inception ResNet V2, demonstrating
that as the model becomes more complex, it becomes more difficult to attack and requires more
time to attack. For instance, attacking Inception V3 took 1.47 seconds while attacking Inception
V4 and Inception ResNet V2 took 2.17 and 4.13 seconds, respectively. However, the importance
of noise in evaluating model robustness is difficult to distinguish in Figure 6-(a) since it remains
relatively constant across all models. Therefore, to better illustrate its importance, we allowed
the attack to add more noise by increasing the epsilon (from 0.01 to 0.04) of the PGD attack
and tested it on challenging images with a single object and a clear background, making it more
difficult for the attack to succeed. Figure 6-(b) and -(c) show that the attack adds more noise to
the complex models, such as Inception V4 and Inception ResNet V2, compared to Inception V3.

C. Architectural Updates Effects on MobileNets

In this experiment, we analyzed the performance of different versions of MobileNet, including
MobileNet V2, MobileNet V3 (small), and MobileNet V3 (large). MobileNet V3 is an improved
version of the MobileNet architecture, with both small and large variants available. MobileNet
V3 demonstrated better performance compared to MobileNet V2 (Figure 1 c), thanks to several
enhancements made to the architecture [15], including the integration of the squeeze-and-excitation
module, the use of hard-swish activation functions, and improved batch normalization techniques.
MobileNet V2 has a top-5 accuracy of 90.29%, while MobileNet V3 (small) and (large) have an
accuracy of 87.40% and 91.34%, respectively.

Our experiments, as shown in Figure 5, show that MobileNet V3 (small) demonstrated su-
perior robustness despite having significantly fewer parameters (2,542,856) than MobileNet V2
(3,504,872), and even though its accuracy is not higher than MobileNet V2. This suggests that
MobileNet V3 (small) has more robust capabilities, making it more resilient against adversarial
attacks. Specifically, MobileNet V2 had an average attack success rate of 97.63% compared to
MobileNet V3 (small) with 92.27%. Moreover, MobileNet V3 (large), which has more parameters,
also exhibited higher robustness with an attack success rate of 91.10% compared to MobileNet
V2. However, the attack time and noise rate did not follow a clear pattern as the attack success
rate.

One of the specific improvements that contributed to the increased robustness of MobileNet
V3 was the integration of the squeeze-and-excitation (SE) module, which selectively emphasized
informative features and suppressed irrelevant ones for more accurate and robust feature extraction.
Furthermore, using hard-swish activation functions instead of traditional ReLU activation functions
helped mitigate the saturation issue that can occur when using ReL.U activations, making the model
more resilient to adversarial attacks. Lastly, the enhanced batch normalization techniques used in
MobileNet V3 helped better normalize the activations within the network, leading to improved
performance and robustness.

IV. DiscussioN

Based on our experiments, we have observed several key findings that can inform the design
of deep learning models for improved robustness against adversarial attacks. Firstly, while batch



normalization can improve training speed and stability, it may come at the cost of decreased
model robustness. Therefore, when using batch normalization, it is important to carefully eval-
uate its impact on model robustness and consider alternative normalization techniques such as
layer normalization or instance normalization. In [16], Liu et al. explored the application of
normalization techniques to enhance the training speed and the overall performance robustness
of convolutional models. Their results indicated that the models exhibit better performance out-
comes by incorporating normalization methods into the training process and demonstrate increased
robustness to variations or perturbations in the data. Furthermore, Amini ef al. [17] suggested that
deep learning models’ robustness can be enhanced through the implementation of non-smooth
regularization techniques. Secondly, we also noticed that incorporating architectural improvements
such as residual connections [18], factorization [19], bottleneck designs [18], and squeeze-and-
excitation modules [20] can lead to more robust models. These improvements help the model better
capture informative features while suppressing irrelevant ones, leading to better feature extraction
and more resilient models. Lastly, using activation functions that avoid saturation issues, such as
hard-swish instead of traditional ReLLU activations, can also improve model robustness. As a future
direction, it would be valuable to evaluate the robustness of updated models across a broader range
of architectures, datasets, and attack scenarios [21]-[23].

V. CONCLUSION

In conclusion, our experiments demonstrate that updates and new versions of deep learning
models can have a significant impact on their robustness to adversarial attacks. While batch
normalization can improve the training speed and stability of models such as VGG, our results
suggest that it may compromise model robustness. On the other hand, updates to the Inception
and MobileNet architectures, such as the integration of squeeze-and-excitation modules and im-
proved batch normalization, can lead to improved model robustness. These findings highlight the
importance of conducting comprehensive and in-depth research to evaluate the impact of model
updates on robustness in critical applications. Future work could explore the generalizability of
these results across a broader range of datasets and attack scenarios, and investigate other potential
techniques to improve model performance and robustness.
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