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Abstract

The mid-infrared spectra of galaxies are rich in features such as the Polycyclic Aromatic Hydrocarbon (PAH) and silicate dust features
which give valuable information about the physics of galaxies and their evolution. For example they can provide information about
the relative contribution of star formation and accretion from a supermassive black hole to the power output of galaxies. However,
the mid-infrared spectra are currently available for a very small fraction of galaxies that have been detected in deep multi-wavelength
surveys of the sky. In this paper we explore whether Deep Generative Network methods can be used to reconstruct mid-infrared
spectra in the 5-35𝜇𝑚 range using the limited multi-wavelength photometry in ∼ 20 bands from the ultraviolet to the submillimeter
which is typically available in extragalactic surveys. For this purpose we use simulated spectra computed with a combination of
radiative transfer models for starbursts, active galactic nucleus (AGN) tori and host galaxies. We find that our method using Deep
Generative Networks, namely Generative Adversarial Networks and Generative Latent Optimization models, can efficiently produce
high quality reconstructions of mid-infrared spectra in ∼ 60% of the cases. We discuss how our method can be improved by using
more training data, photometric bands, model parameters or by employing other generative networks.
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1. Introduction

1.1. Motivation

The spectral energy distributions (SEDs) of galaxies contain
important information on the physics of the galaxies and their
evolutionary stage. Originally large galaxy surveys like SDSS
(Gunn et al., 2006) and 2MASS (Skrutskie et al., 2006) cov-
ered the optical and near-infrared wavelength range. Recently,
however, multi-wavelength surveys covering the ultraviolet to
millimetre spectrum have been made possible with missions
like GALEX, Spitzer, Herschel, WISE (Lonsdale et al. (2003),
Eales et al. (2010), Oliver et al. (2012)). Projects like the Her-
schel Extragalactic Legacy Project (HELP; Shirley et al. (2019,
2021)) created archives with ultraviolet to millimetre SEDs for
millions of galaxies.

The study of the panchromatic SEDs of galaxies from the
ultraviolet to the millimeter (0.1-1000𝜇𝑚) is essential for the
study of galaxies and their evolution because of the presence
of interstellar dust which absorbs about half of the optical and
ultraviolet radiation emitted by stars and accreting supermassive
black holes and reemits it in the infrared. For a recent discussion
of this topic and various methods of studying SEDs see Pérez-
Torres et al. (2021).

∗Corresponding author:
Email address: rissaki.a@northeastern.edu ( Agapi Rissaki)

Of particular interest are luminous infrared galaxies (LIRGs
with 1-1000𝜇𝑚 luminosities exceeding 1011𝐿⊙), ultraluminous
infrared galaxies (ULIRGs with 1-1000𝜇𝑚 luminosities exceed-
ing 1012𝐿⊙ and hyperluminous infrared galaxies (HLIRGs with
1-1000𝜇𝑚 luminosities exceeding 1013𝐿⊙). Analysis of their
SEDs can give an indication of whether the dominant power
source of their observed luminosity is mainly star formation,
an active galactic nucleus (AGN) powered by accretion on their
central supermassive black hole or a combination of the two
processes (Farrah et al., 2003; Vega et al., 2008; Lo Faro et al.,
2015; Efstathiou et al., 2022). This can be explored with SED
fitting methods using radiative transfer models or so-called en-
ergy balance methods (Efstathiou & Rowan-Robinson, 2003; da
Cunha et al., 2008; Boquien et al., 2019) to extract physical
quantities of interest for the galaxies such as stellar mass, star
formation rate, active galactic nucleus (AGN) fraction etc.

In this effort it is particularly useful to have the mid-infrared
spectra of the galaxies (∼ 5 − 35𝜇𝑚) which are rich in im-
portant features such as the Polycyclic Aromatic Hydrocarbon
(PAH) emission features and silicate dust absorption/emission
features. The mid-infrared spectra of galaxies can also be used
to construct diagnostic diagrams for galaxy classification, such
as the fork diagram introduced by Spoon et al. (2007). For a few
thousand galaxies, 5-35𝜇𝑚 spectra obtained with the IRS in-
strument onboard NASA’s Spitzer Space Telescope Houck et al.
(2004) are available (Lebouteiller et al. (2011, 2015); Spoon
et al. (2022)). However, for most of the millions of galaxies de-
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tected in large multi-wavelength surveys of the sky (e.g. Shirley
et al. (2019, 2021)), only limited photometry is available in about
20 bands ranging from the ultraviolet to the submillimetre part
of the spectrum.

The recently launched James Webb Space Telescope (JWST)
will provide more and better quality mid-infrared spectra than
Spitzer but it can only observe up to 28𝜇𝑚 so it can only provide
data for the 9.7𝜇𝑚 silicate feature for 𝑧 < 1.8. Following
the abandonment of the SPICA mission (e.g. Spinoglio et al.
(2017)), there is currently no planned mission which will allow
observations of the rest frame mid-infrared spectra of galaxies
at 𝑧 > 2.

1.2. Contribution

In this paper we aim to use spectra of luminous infrared
galaxies to train deep generative models, such as Generative
Adversarial Network (GAN) and Generative Latent Optimiza-
tion (GLO) models, in order to reconstruct the mid-infrared
spectra of galaxies using only the photometry in about 20 bands
from the optical to the submillimeter, which is usually available
with projects like HELP. Deep learning methods have an inher-
ent demand for substantial training data, which is unavailable in
our case. We overcome this limitation of data scarcity by em-
ploying simulated spectra. Specifically, for the training and the
evaluation of our deep generative models we use simulated spec-
tra computed with the CYGNUS (CYprus models for Galaxies
and their NUclear Spectra) radiative transfer models (Efstathiou
& Rowan-Robinson (1995); Efstathiou et al. (2000); Efstathiou
& Siebenmorgen (2009); Efstathiou et al. (2021, 2022)). Such
models have been used in a number of studies to fit the multi-
wavelength SEDs of LIRGs and ULIRGs, e.g. Herrero-Illana
et al. (2017); Kool et al. (2017); Mattila et al. (2018); Efstathiou
et al. (2022); Papaefthymiou et al. (2022).

In a nutshell, we aim to show that carefully designed and ade-
quately trained deep generative models, such as GAN and GLO
models, are capable of efficiently reconstructing mid-infrared
spectra from very sparse photometry signals so that the recon-
structed spectra are essentially indistinguishable from the spec-
tra generated by the CYGNUS radiative transfer models used
in previous works (see e.g., Efstathiou et al. (2022) and the
references therein).

The approach we follow can be outlined as follows: We sim-
ulate 10,000 spectra of galaxies by considering a combination
of emissions from a starburst, an active galactic nucleus (AGN)
torus and a spheroidal host galaxy. These simulated spectra
have the resolution which is typical of modern radiative transfer
models. They have in particular 223 wavelength bins cover-
ing the range 0.03𝜇𝑚 to 12mm. They also cover fairly well the
mid-infrared part of the spectrum which as noted above includes
the PAH emission features and silicate dust features. We then
interpolate these spectra to predict the fluxes in 20 bands from
the optical to the submillimeter (see Table 1). We assume that
all of the galaxies are at redshift = 2 motivated by the fact that
there are currently no planned upcoming missions for observing

rest-frame mid-infrared spectra of galaxies at this redshift, as
described in Section 1.1. At the same time at z=2 there are suf-
ficient photometry data to allow the reconstruction. Of course,
the method can be applied at any redshift provided training data
at each redshift are generated and processed.

For these 10,000 simulated galaxies we therefore have both
the photometry in 20 bands and the 5-35𝜇𝑚 mid-infrared spec-
tra.

We then develop, train and test Generative Adversarial Net-
works (GANs) (Goodfellow et al. (2014)) that aim to reconstruct
the 5-35𝜇𝑚 spectra from the photometry. We assess how suc-
cessful this reconstruction is by comparing the reconstructed
5-35𝜇𝑚 spectra with the corresponding simulated spectra. Ad-
ditionally, to evaluate the success of GANs in this task, we utilize
the framework of the Generative Latent Optimization (GLO)
(Bojanowski et al., 2018), as an alternative training method of
the generator with simple reconstruction losses. Interestingly,
we found that GLOs can achieve significantly better reconstruc-
tion of the signal than GANs. We attribute the improved perfor-
mance of GLO-based models compared against the performance
of more popular GANs to the fact that GANs usually require a
large sample of training data in order to perform well, while
GLOs achieve good reconstruction even with relatively small
sets of training data. Since the training data sets of our re-
construction problem are not sufficiently large, GLOs perform
better than GANs.

1.3. Related Work

Generative Adversarial Networks (GANs) is a game-theoretic
(Nisan et al. (2007)) deep generative model that can be trained
from a sample data set in order to generate new data samples
which are statistically similar to the samples in the training set.
The novelty of a GAN compared to other generative models
is that the training is achieved through a game played between
two neural network models, which correspond to the players
of the game: the “generator”, which learns to generate new
plausible samples, and the “discriminator”, which learns to dis-
tinguish artificially generated samples from real ones. During
the game play, the generator (resp. the discriminator) improves
in generating (resp. distinguishing real from) artificially gen-
erated samples. At the end of the training processes (where
a Nash equilibrium of the corresponding two-player game is
reached), the discriminator showcases a ∼ 50% success rate in
distinguishing real from artificially generated samples, indicat-
ing that it can no longer clearly distinguish real from artificial
samples produced by the generator.

Deep learning approaches and GANs have been successfully
applied to a variety of settings spanning from image restora-
tion, high-fidelity natural image synthesis (Brock et al. (2019)),
medical image processing (Topol (2019)), medical informatics,
missing value imputation (Yoon et al. (2018)) to cybersecurity,
fashion and advertising (see e.g., Pan et al. (2019) for a survey).

GANs recently gained considerable attention in the field of
astrophysics and cosmology. GANs were successfully applied
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for generating fast novel 2D and 3D images of the large-scale
structure of ΛCDM model universes (Mustafa et al. (2019);
Curtis & Brainerd (2020); Ullmo et al. (2021)), for recovering
features and improving upon the quality of astrophysical images
of galaxies (Schawinski et al. (2017); Lauritsen et al. (2021)),
for high-resolution cosmological simulations (Li et al. (2021);
Rodríguez et al. (2018)), and for cosmological and astrophysi-
cal simulations (Zamudio-Fernandez et al. (2019); Villaescusa-
Navarro et al. (2021); Zamudio-Fernandez et al. (2019)). Fur-
thermore, Tamosiunas et al. (2021) explored GANs for pro-
ducing weak gravitational lensing convergence maps and dark
matter overdensity field data for multiple redshifts and data of
unseen cosmological parameters. Interestingly, most of these
works explore GANs for the production/improvement/analysis
of astrophysical/cosmological images or simulations. Closer
to our application of interest, Kalmbach & Connolly (2017) ap-
plied traditional machine learning techniques to estimate spectra
from photometry. This work illustrated that machine learning
can provide an effective toolbox for such problems, however
the methodology and results were limited to traditional meth-
ods that lack the power of deep learning techniques. To our
knowledge, our work is among the first ones that explores deep
generative models for problems in astrophysics that are not re-
lated to image reconstruction. In particular, our work initiates
the application of GANs to reconstructing spectral energy dis-
tributions of galaxies. This application of GANs and GLOs for
the extrapolation and generation of reliable signal reconstruc-
tions of galaxy spectra can provide a very useful tool for the
identification of signal properties, leading to the classification
of galaxies by accurately reconstructing missing parts of their
spectra. This approach could prove to be very important for
multiwavelength astrophysical and cosmological studies of dif-
ferent types of astrophysical targets, by addressing the problem
of obtaining complete, panchromatic observations of astrophys-
ical spectra across a wide range of wavelengths, which is one of
the major challenges of modern astronomy. For example, recon-
structed mid-infrared spectra can be used to construct fork dia-
grams and other classification diagrams of LIRGs and ULIRGs,
as in Spoon et al. (2007) and Papaefthymiou et al. (2022), at
redshifts that will be inaccessible for the forseeable future. The
reconstructed spectra can also be used to carry out the graph
theoretical analysis described in Pavlou et al. (2023).

Roadmap. This paper is organized as follows. In section 2
we describe the theoretical framework as well as our method-
ology of implementing GANs and GLOs for the reconstruction
of galaxy spectra. In section 3 we present the experimental data
used in our work, the training configuration and our reconstruc-
tion procedure. In section 4 we showcase our results. In section
5 we discuss our results and finally we present our conclusions
in section 6.

2. Theoretical Framework and Methodology

In this section we present the formulation of the problem,
the methodology followed and the theoretical framework related

to deep generative models.

2.1. Deep Generative Models

In Machine Learning literature, we often come across two
types of models: discriminative and generative models. Dis-
criminative models aim to discriminate between data coming
from different groups, i.e., by modeling the conditional distri-
bution of a certain input admitting a certain group label. On
the other hand, generative models aim to directly model a data
distribution, usually in a probabilistic manner.

In the context of deep learning, a deep generative network
is a deep learning model that functions as a generative model.
Such a network learns to approximate a complex data distribu-
tion, usually lying in a high dimensional space, via a sufficiently
large sample from that distribution. After successful training,
the network is able to generate new samples from the data dis-
tribution of interest.

The input to the network is a low-dimensional vector called
latent vector or latent code and the corresponding input space is
called the latent space. The core assumption is that the data have
some level of redundancy and mapping them to lower dimen-
sions will reveal the structure of the complex data distribution,
resulting in data compression.The latent vectors cannot be ex-
plicitly interpreted, although they typically encode properties
which will be reflected in the corresponding output. The latent
space may have specific structure, e.g., a manifold, and it can
be either random or learned. For each model we use, we will
explain these properties in detail in later sections.

We formally define a deep generative network or generator
𝐺 (·) as a mapping:

𝐺 : Z → X ,

from the latent space Z to the output domain X. A generator
𝐺 (·) is typically trained on a specific dataset, the training set
Xtrain ⊂ 𝑋 , in order to learn the underlying data distribution. For
example a deep generative network that generates cat images will
be trained using thousand or even millions of images of different
cats. After training, one could input a random latent vector to
the network and receive as output an image of a cat. In this
example, we can imagine that the latent vector could determine
the cat’s breed or coat color.

In general, a deep generative model can be thought of as a
representation of a data distribution in a certain domain. Thus,
it can be used as a structural prior by determining the probability
of a given sample under said distribution. In what follows, we
will explain the details of how we can create and use a deep
generative model as a structural prior, which we will call a deep
generative prior.

2.2. Reconstruction Using a Deep Generative Prior

To formally define our reconstruction problem, we utilize
the (noisy) compressed sensing formulation bellow:

𝑦 = 𝐴𝑥∗ + 𝜂 , (1)
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where we collect (possibly noisy) measurements 𝑦 ∈ R𝑚 from
an underlying signal 𝑥∗ ∈ R𝑛, where 𝑚, 𝑛 ≥ 0 and 𝑚 ≪ 𝑛. The
measurement matrix 𝐴 ∈ R𝑚×𝑛 describes a linear measurement
procedure, which is possibly corrupted by additive noise de-
noted by the noise vector 𝜂 ∈ R𝑚. The general goal of solving
an inverse problem, as the one above, is to reconstruct the signal
𝑥∗, given the measurement matrix 𝐴 and few measurements 𝑦.
We expect the signal to lie in a high dimensional space, whereas
the size of measurements is significantly smaller than the am-
bient dimension, i.e., 𝑚 ≪ 𝑛. Although the above formulation
refers to compressed sensing, it can also model several real-
world inverse problems, e.g., denoising, where we assume that
the signal is corrupted by additive noise, inpainting, where a
continuous “window” of the signal is missing, super-resolution,
where a percentage of the signal’s dimensions is not measured,
etc.

In the classic compressed sensing literature, signal recon-
struction typically involves a structural prior, i.e., certain struc-
tural assumptions about the underlying signal. The most popular
assumption is sparsity, i.e. few non-zero elements, which allows
reconstruction from few measurements by solving an under-
determined linear system. In general, a structural prior allows
efficient signal reconstruction by reducing the search space of
possible signals. This can be achieved by determining which
signals display the target characteristics (e.g., sparsity).

In this work, we use deep generative networks as structural
priors, a method that was first proposed by Bora et al. (2017)
and has been successfully applied to natural images. In this
case, we can reduce our search space to the signals that belong
to the data distribution modelled by the generative prior.

The following sections describe the theoretical framework
for signal reconstruction as well as the methods for creating the
deep generative models utilized in this work.

2.2.1. Reconstruction Methods with a Generative Prior

Given the generative network 𝐺 (·), the estimated solution
of an inverse problem (1) could be 𝑥 = 𝐺 (𝑧) where:

𝑧 = arg min
𝑧∈Z

1
𝑚
| |𝐴𝐺 (𝑧) − 𝑦 | |22 (2)

where 𝑚 is the number of available measurements for the recon-
struction problem. In other words, we (approximately) optimize
the latent code 𝑧 such that the corresponding signal 𝑥 causes a
measurement 𝐴𝑥 that matches the actual measurement 𝑦. We
optimize 𝑧 by back-propagating the gradient of the reconstruc-
tion loss through 𝐺 (·) (Bora et al., 2017).

Most generative networks are trained so that the latent space
has some geometric structure, e.g., a manifold. In this case,
𝑧 may have to be regularized so that it reflects the structure
of the latent space of 𝐺 (·). One option is to project 𝑧 onto
the unit sphere, which explicitly restricts the considered latent
space and is useful for models discussed in Section 5. In a

Low-dimensional 
random latent codes

Generator

Discriminator

Fake

Real
Prediction / 
Probability of 
authenticity

Generated samples

Training samples

Figure 1: The training process in Generative Adversarial Networks accom-
plished through a (zero-sum) game that is played between two deep learning
models: the generator and the discriminator. The generator tries to generate
samples indistinguishable from real ones, while the discriminator tries to dis-
tinguish between real samples and artificial samples produced by the generator.

different approach, we can apply a regularization term 𝑅(·) in
the optimization to implicitly restrict 𝑧 as follows:

𝑧 = arg min
𝑧∈Z

1
𝑚
| |𝐴𝐺 (𝑧) − 𝑦 | |22 + 𝑅(𝑧) , (3)

where 𝑅(𝑧) = 𝜆 | |𝑧 | |22 is a regularization term that imposes an
isotropic Gaussian prior to the latent space and 𝜆 is a balance
hyper-parameter. It has been experimentally observed Bora
et al. (2017) that this type of regularization helps with better
exploration of the latent space of typical deep generative models
and it can also stabilize the optimization process.

2.3. Generative Adversarial Networks

To obtain our deep generative prior, we first train a Genera-
tive Adversarial Network (GAN) (Goodfellow et al. (2014)). A
Generative Adversarial Network is a generative model trained
via an adversarial process, between two deep learning models
the Generator and the Discriminator. On the one hand, the Gen-
erator works as a generative model: it takes as input random
vectors sampled in the latent space (latent codes) and generates
samples from the learned data distribution. On the other hand,
the Discriminator takes as input either real samples from the
training data or artificial samples produced by the Generator
and works as a binary classifier predicting whether a given sam-
ple is real or artificial. Overall, the training procedure can be
regarded as a two-player zero-sum game (Nisan et al., 2007),
with the Generator trying to “fool” the Discriminator with ar-
tificially generated samples, while the Discriminator aims to
efficiently distinguish between artificial and real samples. The
procedure described above is depicted in Figure 1. It can be
formally described by the following optimization objective:

max
𝐺

min
𝐷

(
E𝑥∼𝑝𝑡 [1 − 𝐷 (𝑥)] + E𝑧∼𝑝𝑧 [𝐷 (𝐺 (𝑧))]

)
, (4)
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where 𝐺 is the Generator, 𝐷 is the Discriminator, E[·] denotes
the expected value, 𝑥 ∼ 𝑝𝑡 denotes that 𝑥 is sampled from
the training data distribution 𝑝𝑡 , and 𝑧 ∼ 𝑝𝑧 denotes that 𝑧

is sampled from distribution 𝑝𝑧 over the latent space Z. In
(4), E𝑧∼𝑝𝑧 [𝐷 (𝐺 (𝑧))] is the probability that an artificially gen-
erated signal 𝐺 (𝑧) produced by the Generator on latent code 𝑧

is classified as real by the Discriminator, while E𝑥∼𝑝𝑡 [1−𝐷 (𝑥)]
is the probability that a real signal 𝑥 is classified as artificial
by the Discriminator. According to the description above, the
Generator aims to maximize their sum, while the Discriminator
aims to minimize it. At equilibrium, both the Generator and the
Discriminator behave optimally against each other.

The motivating idea behind Generative Adversarial Net-
works comes from the difficulty of expressing a differentiable
loss function that represents a complex data distribution. In-
stead, a trainable neural network, the Discriminator, is utilized
to evaluate the generated samples. After the training procedure
successfully converges to a (local) optimum, the Generator net-
work can be used as a generative model, with random latent
codes sampled from the latent space.

In theory, GAN training should converge to an equilibrium
of a zero-sum game. In practice, however, GAN training of-
ten exhibits difficulties due to instability, while it may happen
that neither the Generator loss nor the Discriminator loss are
informative of the stability of training Li et al. (2017). In other
words, the training often does not converge and there is no prin-
cipled way to choose a particular training iteration for which the
Generator’s performance is satisfactory. Instead, practitioners
often choose such an iteration by manually inspecting random
generated samples. Of course, this procedure can be accom-
plished for data such as images or sound, but not for complex
data such as our spectra, where human evaluation is difficult,
if even possible. Another important issue of GAN training is
mode collapse Goodfellow (2016), where the Generator col-
lapses to a particular mode of the data distribution, namely, it
keeps generating very similar samples, which are realistic but
not diverse enough to cover the whole space of the actual data
distribution.

Several modifications and optimizations of GAN architec-
ture and training have been proposed to tackle related issues
Daskalakis et al. (2017); Pan et al. (2022). In the following
paragraph we focus on the Wasserstein GAN (WGAN), a widely
used variant of Generative Adversarial Networks.

2.3.1. Wasserstein Generative Adversarial Networks

The Wasserstein GAN is a GAN algorithm proposed in (Ar-
jovsky et al., 2017) in order to tackle the issues described above.
The most important modifications of this algorithm, which are
the ones that we utilize in our experiments, are the following:

• The Discriminator is no longer a binary classifier, de-
ciding whether samples are real or artificial. Instead, it
assigns a “realness” score to each sample. The idea is that
the training of the Generator should be guided by the dis-
tance between the data distribution, empirically observed

Learned latent 
space

d-dimensional
signal

Figure 2: The training procedure of the GLO framework: The generator 𝐺 is
trained to map learnable latent vectors to d-dimensional vectors, by minimizing
a reconstruction loss. During the training phase, both the parameters of the
generator and the tuning of the corresponding latent vectors are optimised.

via the training data, and the Generator data distribution,
empirically observed via the artificially generated sam-
ples. Now, the formulation of the loss function changes
and the Discriminator loss is defined as the difference
of the “realness” scores assigned to real samples and the
scores assigned on artificially generated samples, whereas
the Generator’s score is defined as the “fakeness” score
assigned to artificially generated samples.

• There are also modifications regarding implementation
details, which include more frequent training of the Dis-
criminator compared to the Generator and weight clamp-
ing (i.e., weight value restriction) for the Discriminator.

In our experiments we use the Wasserstein GAN model
implementing the aforementioned modifications.

2.4. Generative Latent Optimization

To overcome issues that arise with GAN training, we also
train a generative model using the Generative Latent Optimiza-
tion (GLO) framework (Bojanowski et al., 2018), which allows
us to train a relatively large generator network in order to fa-
cilitate generalization (Neyshabur et al., 2017). The framework
is based on the appropriate adaptation of the generator’s latent
space as well as its parameters, using a simple reconstruction
loss. The generic framework of the GLO is depicted in Fig-
ure 2.4. We use the GLO framework as an alternative to GANs.
Unlike GLO, which consists of a simple loss minimization back-
propagated to the latent space, GANs should ideally converge
to an (approximate) equilibrium which is not guaranteed and/or
requires excessive resources Oliehoek et al. (2018). Thus, when
training GANs in practice it is common to examine the gener-
ated samples and stop the training when they are satisfactory. In
the case of images this technique can be easily applied, but for
SEDs this is not feasible since evaluating the fidelity of a SED
is not a straightforward task. In fact, we use the ability to solve
inverse problems with our trained generator as a proxy to eval-
uate whether training was successful. In particular, for testing
purposes we use our trained generator and our reconstruction
method with SEDs for which both linear measurements and the
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full signal are available. In this case, we can directly compute
the reconstruction error using some error metric. Well trained
generative models will yield low reconstruction error whereas
poorly trained ones will not be successful at the reconstruction
task.

Let us examine the training procedure of a GLO model
more closely. We train the generator 𝐺 : Z → X, where
Z denotes the latent space and X the underlying class of SEDs
which is described by the training set {𝑥𝑖}𝑁𝑖=1. Prior to training,
we randomly initialize the latent codes 𝑧𝑖 ∈ Z from a multi-
dimensional normal distribution and pair them with each of the
samples 𝑥𝑖 . During training, the generator’s weights and the
latent codes {𝑧𝑖}𝑁𝑖=1 are jointly learned, as described by (5).
The optimization is driven by a simple reconstruction loss L(·),
which in our case is Mean Squared Error (MSE).

min
𝐺

1
𝑁

𝑁∑︁
𝑖=1

min
𝑧𝑖∈Z

[
L(𝐺 (𝑧𝑖), 𝑥𝑖)

]
(5)

More specifically, the gradient of the loss function with
respect to the parameters of the generator and the latent code
is back-propagated all the way through the network and to the
latent space. This training procedure makes the latent space
more structurally meaningful and suitable for reconstruction.
To promote this feature, we project the latent codes onto the unit
sphere during training, as in Bojanowski et al. (2018).

3. Experimental Setting

3.1. Data

We prepare a library of simulated model spectra which we
use to train our generative models and test our methods. The
simulated model spectra are comprised of galaxies generated
using the parameters listed in Table 2. These models were gen-
erated using the CYGNUS radiative transfer models collection1

(Efstathiou et al., 2022).

The models used for simulating the spectra of galaxies have
three components: the starburst galaxy models, the spheroidal
host models and the AGN torus models, each with its own set
of parameters, including optical depth, AGN torus opening an-
gle, torus inclination, scaling parameters which determine the
luminosities of each model category, etc. The emission for the
starburst model is based on Efstathiou et al. (2000) and Efs-
tathiou & Siebenmorgen (2009), the emission of the spheroidal
host model is based on Efstathiou et al. (2021), and the AGN
torus emission is based on Efstathiou & Rowan-Robinson (1995)
and Efstathiou et al. (2013).

For each model type, the parameters are randomized within
the range of values displayed in Table 2, in order to create the

1The models are publicly available at https://arc.euc.ac.cy/cygnus/

Observed Rest
Wavelength Wavelength Telescope Bands
𝜆 (𝜇𝑚) 𝜆 (𝜇𝑚)
0.153 0.051 GALEX FUV
0.229 0.076 GALEX NUV
0.355 0.118 INT u
0.65 0.217 INT r
0.791 0.264 INT i
0.908 0.303 INT z
0.978 0.326 Subaru Suprime N921
1.241 0.414 UKIRT J
1.61 0.537 UKIRT H
2.17 0.723 UKIRT K
3.556 1.185 Spitzer IRAC 1
4.501 1.500 Spitzer IRAC 2
5.745 1.915 Spitzer IRAC 3
7.918 2.639 Spitzer IRAC 4
23.594 7.865 Spitzer MIPS24

100 33.33 Herschel PACS
160 53.33 Herschel PACS
250 83.33 Herschel SPIRE
350 116.67 Herschel SPIRE
500 166.66 Herschel SPIRE

Table 1: List of the photometry bands from the ultraviolet to the submillimetre
used in this paper. They are representative of the bands available in a typical
field studied by projects like the Herschel Extragalactic Legacy Project (HELP;
Shirley et al. (2019, 2021)). We give both the observed wavelength as well as
the corresponding rest wavelength for galaxies at 𝑧 = 2.

library of simulated models used for training. The library con-
sists of two sublibraries: the first contains 10, 000 complete
spectra with 223 points (wavelength bins) per spectrum which
are roughly equally spaced logarithmically in the wavelength
range 0.03-12,000 𝜇𝑚, whereas the second contains 10, 000
reduced spectra which are interpolated in 20 wavelength bins
as listed in Table 1. The age of the host galaxy is fixed to
1.32Gyr. The simulated spectra contain numerous emission
features from PAHs and emission and absorption features from
silicate dust but do not include optical emission lines. As we
vary the scaling parameters of each model, we can simulate spec-
tra of galaxies which are AGN-dominated, starburst-dominated,
host-dominated or any combination of these. The models are
normalized so they can apply to a galaxy of any luminosity,
star formation rate or stellar mass. The simulated spectra there-
fore cover the parameter space that is appropriate for LIRGs,
ULIRGs and HLIRGs.

We train two different kinds of generative models, one using
the simulated spectra and another using the logarithmic values
of the simulated spectra. This experimental choice is mainly
motivated by the fact that the spectra have a very large dynamic
range. The logarithmic spectra eliminate some of the high-
frequency oscillations observed in the original spectra, which is
proven to be beneficial for the training of our generative models.
We discuss this effect extensively in the following sections.
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Simulated Spectra Limited Photometry
223 wavelengths 20 wavelengths

range: 0.03-12,000 𝜇𝑚 range: 0.05-170 𝜇𝑚

Table 2: Data statistics for 10, 000 samples.

3.2. Training Configuration

For our experiments we train four generative models: Two
Generative Latent Optimization models, one using the simu-
lated spectra, namely GLO, and another using the logarithmic
values of the simulated spectra, namely logGLO, and similarly,
two Wasserstein GAN models, WGAN and logWGAN. The gen-
erators are feed-forward neural networks with six hidden layers
and leakyReLU activations (except for the output layer). For
the GAN models, the discriminators are symmetric to the gen-
erators. For all our models, we use 90% of the dataset as our
training data and the remaining 10% for testing. Our complete
spectra consist of measurements for 223 wavelengths whereas
our limited photometry measurements correspond to only 20
wavelengths, as shown in Table 2. Theoretical and empirical re-
sults Bora et al. (2017) suggest that the latent vector size should
be in the same order of magnitude as the number of limited mea-
surements used for reconstruction (20 in our case). Thus, we
choose 50 dimensions for the latent space, which are sufficient
for the representation and allow for efficient training and recon-
struction. This choice of dimensionality allows a satisfactory
level of compression for signals consisting of 223 measurements
that exhibit high-frequency oscillations.

For the Generative Latent Optimization training, we train our
network for 10, 000 epochs with batches of 100 spectra. We use
Adam optimization (Kingma & Ba, 2014) with learning rate 0.5
for the network’s parameters and 0.05 for the latent codes, as well
as 1d-batch normalization to accelerate the training procedure
(Ioffe & Szegedy, 2015). We apply learning rate decay every
2, 000 epochs with decay rate 0.5. We choose a simple Mean
Squared Error (MSE) as our loss function and we also apply
weight decay to avoid overfitting.

For the Generative Adversarial Network training, we per-
form 15, 000 iterations of training with batches of 100 spectra.
We use RMSprop optimization, which is a suggested WGAN
modification, with learning rate 0.001 for both networks, as well
as 1d-batch normalization. We train the Discriminator five times
more often than the Generator. We apply learning rate decay
every 3, 000 epochs with decay rate 0.5. Finally, we clamp the
Discriminator’s weights between [−0.01, 0.01], as suggested by
the WGAN algorithm.

3.3. Reconstruction Procedure

For the reconstruction, we limit the optimization procedure
to 1, 000 epochs and choose a configuration similar to training,
for each type of model. For the Generative Latent Optimization
models, we use projection onto the unit sphere, whereas for
the Wasserstein GAN models, we use the regularization method
with 𝜆 = 10−5. In Table 3, we also evaluate the Generative

regularization projection
GLO 7.86 / 5 0.23 / 49

logGLO - 0.19 / 72
WGAN 2.14 / 2 -

logWGAN 6.1 / 0 -

Table 3: Quantitative evaluation of each trained model and with each recon-
struction measure. Average MSE / Number of spectra with 𝜒2 < 5 for 100
galaxies calculated in the wavelength range 5 − 35𝜇𝑚.
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Figure 3: Quantitative results from the logGLO model. The histogram of the
𝜒2 measure for 100 samples selected at random is computed in the wavelength
range 5 − 35𝜇𝑚.

Latent Optimization models with the regularization method for
which we choose 𝜆 = 10−3. We chose the learning rate for each
trained model via a validation process. We use a learning rate of
0.001 for the logGLO model, 0.01 for the GLO model and 0.1
for both WGAN models. Note that the Wasserstein GAN models
do not converge, which is expected as discussed in the previous
section. Thus, we choose among a small set of saved models
along training via human evaluation of a random sample. We
choose the model saved at the 15𝑘 iteration for WGAN and the
model saved at the 10𝑘 iteration for logWGAN.

The project is developed using PyTorch (Paszke et al., 2017).

4. Results

We evaluate our approach, both qualitatively and quantita-
tively, for the different generative models that we trained. Our
computational task is summarized as follows: For each sam-
ple galaxy from our test data, we consider the photometry data
which are regarded as our incomplete measurements. We use
our reconstruction method outlined above to estimate a recon-
struction of the 5-35𝜇𝑚 spectrum of a particular galaxy. We
focus our evaluation on the 5 − 35𝜇𝑚 wavelength range mostly
because this wavelength range is rich in features providing infor-
mation about star formation and AGN activity in the galaxies.
The method can, of course, in principle be applied to reconstruct
any other part of the spectrum. We evaluate our reconstruction
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Figure 4: Quantitative results from the logGLO model. The histogram of the
𝜒2 measure for the 72 among 100 samples with 𝜒2 < 5 selected at random is
computed in the wavelength range 5 − 35𝜇𝑚.

with respect to the simulated spectrum of the galaxy from our
curated dataset, namely our signal.

For the qualitative evaluation, we randomly select eight
galaxies from our test set and reconstruct their full spectrum
based on the corresponding limited photometry measurements.
In Figures 5, 6, 8 and 9 we plot our reconstructions in the
important region of 5 − 35𝜇𝑚 for our four trained generative
models, along with the corresponding underlying signal and
limited photometry measurements. We plot the spectra as well
as their reconstructions in logarithmic scale for all of our models,
because of the large dynamic range of the spectra.

We observe that our GLO model (Figure 5) mostly follows
the shape of the underlying spectrum, although it introduces
some spikes which indicate that the high-frequency oscilla-
tions observed in the simulated spectra may negatively affect
the training and the results in the reconstruction. Our best per-
forming model is the logGLO model (Figures 6 and 7), which
very closely follows the shape of the original signal and in most
cases correctly predicts the important spikes. This indicates that
training with logarithmic spectra allows for the model to focus
on large spikes and disregard noisy oscillations. For our GAN
models, we observe much worse performance, which indicates
that for both models the adversarial training did not converge to a
satisfactory domain representation. The WGAN model displays
certain artifacts, because it predicts very small (close to zero)
values, whereas the logWGAN does not have this feature. This
observation again shows the benefit of training with logarithmic
spectra.

In Table 3 we examine quantitatively the performance of our
models. For each configuration, we compute:

1. The reconstruction MSE and
2. The 𝜒2 statistic

of 100 randomly selected spectra from our test set. We define
the 𝜒2 as follows:

Suppose we reconstruct the mid-infared (5-35𝜇𝑚) spectra
𝑆𝑟𝑒𝑐 at 𝑁𝑚𝑖𝑟 points at which we also know the model spectra

𝑆𝑚𝑜𝑑 . We then compute the 𝜒2 for each galaxy as a measure of
how close the reconstruction matches the model spectra, that is:

𝜒2 =
1

𝑁𝑚𝑖𝑟

𝑁𝑚𝑖𝑟∑︁
𝑖=1

(𝑆𝑟𝑒𝑐 [𝑖] − 𝑆𝑚𝑜𝑑 [𝑖])2

(0.1 × 𝑆𝑟𝑒𝑐 [𝑖])2 + (0.1 × 𝑆𝑚𝑜𝑑 [𝑖])2 , (6)

where 𝑆𝑟𝑒𝑐 [𝑖] (resp. 𝑆𝑚𝑜𝑑 [𝑖]) denotes the value at the 𝑖-th
point of the reconstructed (resp. model) spectra 𝑆𝑟𝑒𝑐 (resp.
𝑆𝑚𝑜𝑑). In the denominator of Equation (6), we add in quadrature
our estimated uncertainty in the model and the reconstruction,
assuming they are both 10%. Our definition of 𝜒2 is motivated
by Equation (2) of Lanz et al. (2014) who compared simulated
spectra of galaxies with data. Lanz et al. (2014) assigned 30%
uncertainty to simulated spectra and 10% uncertainty to data.

Usually in this kind of analysis, if the model agrees with the
data we expect 𝜒2 to be ∼ 1, yet a relatively small 𝜒2 is con-
sidered satisfactory. For the qualitative analysis that follows,
we assume that 𝜒2 < 5 indicates a good reconstruction. We
further justify this by showing that 𝜒2 < 5 implies that the re-
constructed spectra approximates well the model spectra, i.e., by
a small multiplicative factor. First, we let 𝑆𝑟𝑒𝑞 [𝑖] = 𝛼𝑆𝑚𝑜𝑑 [𝑖],
for some 𝛼 ≥ 0 (i.e., the 𝑖-th value 𝑆𝑟𝑒𝑞 [𝑖] of the reconstructed
spectra approximates the 𝑖-th value 𝑆𝑚𝑜𝑑 [𝑖] of the model spec-
tra multiplicatively within a factor of 𝛼). Then, the 𝑖-th term
of the summation becomes 100(1−𝛼)2

1+𝛼2 , which is less than 5,
only if 𝛼 ∈ [0.72395, 1.38132], and raises fast as 𝛼 either
decreases (i.e., 100(1−𝛼)2

1+𝛼2 ≈ 11.8, for 𝛼 = 0.6) or increases (i.e.,
100(1−𝛼)2

1+𝛼2 ≈ 10.1, for 𝛼 = 1.6) outside that interval. There-
fore, a 𝜒2 value less than 5 in Equation (6) implies that the
reconstructed spectra approximates the model spectra by a mul-
tiplicative factor in (or quite close to) the range [3/4, 4/3] for
the vast majority of points. Additionally, for 𝜒2 < 1, the ap-
proximation range is roughly [7/8, 8/7], while for 𝜒2 < 3, the
approximation range is [0.78, 1.28].

Our quantitative comparison shows that 72% of the galaxies
have a 𝜒2 < 5 in the case of the logGLO model (Figure 3). In
Figure 4 we present a histogram distribution of the 𝜒2 measure
for these 72 galaxies, using the logGLO model. We observe
that about 1/3 of these 72 galaxies have 𝜒2 value less than 1
and another 1/3 have 𝜒2 value between 1 and 2. The remaining
1/3 are distributed between 2 < 𝜒2 < 5. Considering the total
sample of 100 galaxies, we achieve successful reconstructions
in about 60% of the galaxies with 𝜒2 < 3 and in about 70%
of the galaxies with 𝜒2 < 4. This shows that our qualitative
observations are quantitatively supported. Both our GLO mod-
els have lower errors compared to our GAN models. In term
of the reconstruction methods, we observe that the regulariza-
tion benefits the GAN models possibly due to the flexibility it
offers. On the other hand, the GLO models largely benefit by
the projection method, which is expected since they incorporate
projection during training in order to enforce structure in their
latent space.

Finally, for our best model and reconstruction method we ex-
plore the effect of latent space dimensionality on performance.
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Figure 5: GLO model: Qualitative comparison between simulated spectra and reconstructed spectra using the GLO model for 8 spectra randomly selected from the
test set. The model receives the limited photometry measurements (green dots) and produces the reconstructed spectra (blue line) that should ideally be as close as
possible to the simulated spectra (red line) which we treat as the ground truth. The reconstructed spectra are depicted in the region of interest (5 − 35𝜇𝑚).

Latent dim 20 30 40 50
logGLO + proj 0.38 / 53 0.32 / 69 0.2 / 64 0.19 / 72

Table 4: Impact of latent space dimensionality on performance. The results are
for our best model (logGLO) and reconstruction with projection. Performance
is measured with two metrics: Average MSE (AMSE) and Number of spectra
with 𝜒2 < 5 for 100 galaxies calculated in the wavelength range 5 − 35𝜇𝑚.

Specifically, in Table 4 we examine quantitatively the perfor-
mance of logGLO and reconstruction with projection for differ-
ent choices of the latent space dimensionality, i.e., 20, 30, 40
and 50. We observe that the average MSE, which is a contin-
uous measure, drops significantly from 30 to 40 but stabilizes
thereafter. The number of spectra with 𝜒2 < 5 displays more
variance because of its discrete nature and the fact that it is
computed on a random subset of 100 galaxies, but also seems
to converge at around 50 dimensions.

5. Discussion

Our analysis shows that with the logGLO model we can
reconstruct very well the mid-infrared spectra of galaxies in
∼ 70% of the cases. The model successfully reconstructs for
example the spectra of galaxies where a deep silicate absorption
feature is observed around 9.7𝜇𝑚, which is indicative of galaxies
like the ULIRG IRAS 08572+3915 whose SED is dominated by
emission from an AGN torus which is viewed almost edge-on
(Efstathiou et al., 2014, 2022). It also gives a good prediction of
the presence of PAH emission features in the spectrum which are
considered to give a good indication of enhanced star formation

activity. From the results presented in Figure 7 it appears that it
is easier to reconstruct the spectra when they are dominated by
a silicate absorption feature instead of PAH features.

The successful reconstruction of the mid-infrared spectra of
LIRGs and ULIRGs by the logGLO model implementation is
particularly useful for these types of galaxy, as it can retrieve
important information regarding the emission mechanisms of
these galaxies based on the aforementioned physical features
with a high degree of accuracy. This improved ability of the
logGLO model compared to the rest of the deep generative
models considered in this work is showcased in Figure 7 where
we focus on the mid-infrared spectrum which is our main interest
in this work.

Although the analysis presented here cannot substitute, of
course completely the actual observations of galaxies in the mid-
infrared part of the spectrum, it can be very helpful in giving
a good indication of the spectra of galaxies in the rest frame
wavelength range between 5-35𝜇𝑚 which is likely to remain
inaccessible for galaxies at redshift 𝑧 > 2 in the foreseeable
future. A prime example of this limitation is JWST, whose
Mid-Infrared Instrument (MIRI) can observe up to 28.0𝜇𝑚 and
can therefore cover the wavelength range of interest for 𝑧 < 2.
The method can also be used for example to construct diagnostic
diagrams like the fork diagram, introduced by Spoon et al. (2007)
and other diagnostic diagrams, for samples of galaxies at various
redshifts. It can also be very useful in the planning of observing
strategies with future telescopes.
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Figure 6: logGLO model: Qualitative comparison between simulated spectra and reconstructed spectra using the logGLO model for 8 spectra randomly selected
from the test set. The model receives the limited photometry measurements (green dots) and produces the reconstructed spectra (blue line) that should ideally be as
close as possible to the simulated spectra (red line) which we treat as the ground truth. The reconstructed spectra are depicted in the region of interest (5 − 35𝜇𝑚).

5.1. Limitations and Future Work

Despite the illustrated potential of our current methodology,
it should be considered a first step towards harnessing the power
of deep generative models for spectra reconstruction from lim-
ited measurements. We emphasize that our work heavily relies
on simulated spectra for training and evaluation. Future re-
search should directly incorporate observed spectra and ideally
combine all available data sources. In this pursuit, particular
attention must be devoted to addressing observational effects
inherent in real-world data, such as redshift variance, measure-
ment errors, and variations in filters employed across different
surveys. Instead, we purposefully focused on a curated dataset
without specifically considering the role of these observational

effects, thus essentially serving as a proof-of-concept for our
proposed methodology.

The success of the method used in this study can motivate
further studies in future work. We plan for example to explore
the success of the method in reconstructing spectra at differ-
ent redshifts as the coincidence of important features like the
PAH features and silicate features with key bands like the 24
and 70𝜇𝑚 bands may prove critical. We also plan to use the
method to reconstruct the spectra of galaxies which already have
observed mid-infrared spectra with NASA’s Spitzer Space Tele-
scope (e.g. the HERUS galaxies, Farrah et al. (2013)) or JWST
using only the photometry and compare with the observed spec-
tra. Comparison of reconstructed with real data will help to
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Figure 7: logGLO model, focused: Qualitative comparison between simulated spectra and reconstructed spectra using the logGLO model for 16 spectra randomly
selected from the test set. The model receives the limited photometry measurements (green dots) and produces the reconstructed spectra (blue line) that should
ideally be as close as possible to the simulated spectra (red line) which we treat as the ground truth. The reconstructed spectra are depicted in the region of interest
(5 − 35𝜇𝑚). Here we focus on the mid-infrared part of the spectrum which is our main interest in this study.

identify potential problems and limitations in the reconstruction
method but also in the models used for simulating the train-
ing data. It would also be of interest to explore the impact of
using different combinations of models for generating the li-
brary of simulated models and possibly expanding the size of
the libraries to improve the performance of the method. On
the machine learning side, future work includes devoting more
computational resources to explore the effect of larger and more
powerful models in parallel to increasing the amount of train-
ing data (e.g., in our case using 10× more simulated spectra).
Recent advances in other fields, such as Computer Vision (CV)
Krizhevsky et al. (2012); He et al. (2016) and Natural Language
Processing (NLP) Devlin et al. (2019); Vaswani et al. (2017),

suggest that our method would also benefit from an increase in
scale of both training data and model parameters.

6. Conclusions

We have developed and tested two different kinds of deep
generative models for reconstructing the mid-infrared spectra
of galaxies from limited photometry that spans the optical to
submillimeter range. The first generative model tested is an
advanced one, which utilizes game theory for the training of the
generative model, i.e. a GAN, and the second one is a simpler
one which utilizes simple reconstruction losses for the training,

11



10 1 100 101 102 103

10 7

10 5

10 3

10 1

10 1 100 101 102 103

10 9

10 7

10 5

10 3

10 1

10 1 100 101 102 103

10 5

10 3

10 1

101

10 1 100 101 102 103

10 7

10 5

10 3

10 1

flu
x

10 1 100 101 102 103

10 5

10 4

10 3

10 2

10 1

100

101

10 1 100 101 102 103

10 6

10 4

10 2

100

10 1 100 101 102 103

10 5

10 3

10 1

101

10 1 100 101 102 103

10 9

10 7

10 5

10 3

10 1

101

wavelength ( m)

flu
x

Figure 8: WGAN model: Qualitative comparison between simulated spectra and reconstructed spectra using the WGAN model for 8 spectra randomly selected
from the test set. The model receives the limited photometry measurements (green dots) and produces the reconstructed spectra (blue line) that should ideally be as
close as possible to the simulated spectra (red line) which we treat as the ground truth. The reconstructed spectra are depicted in the region of interest (5 − 35𝜇𝑚).
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Figure 9: logWGAN model: Qualitative comparison between simulated spectra and reconstructed spectra using the logWGAN model for 8 spectra randomly
selected from the test set. The model receives the limited photometry measurements (green dots) and produces the reconstructed spectra (blue line) that should
ideally be as close as possible to the simulated spectra (red line) which we treat as the ground truth. The reconstructed spectra are depicted in the region of interest
(5 − 35𝜇𝑚).

i.e. a GLO generative model. We found that the GLO model,
and in particular a variation of it that uses the logarithm of the
initial input signals, i.e. the logGLO model outperforms the
GANs model, managing to successfully reconstruct the spectra
predicted from simulated spectra produced by radiative transfer
models. This is attributed to the use of a relatively small set
of training data of the experimental setting investigated, which
makes the GLO more successful compared to a GAN, for which
its success relies heavily on the availability of a sufficiently large

training set.

Perhaps the most significant contribution of this work is that
it provides a framework and a case study for the further explo-
ration of various deep generative models for the reconstruction
of signals in the fields of astrophysics and cosmology, which are
not limited to astrophysical images but extend to other sources
of information, such as spectral energy distributions.
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Table A.1: Parameters of the CYGNUS models used to produce the simulated spectra of galaxies, symbols used, their assumed ranges and summary of other
information about the models. There are 3 additional scaling parameters for the starburst, AGN and spheroidal models, 𝑓𝑆𝐵, 𝑓𝐴𝐺𝑁 and 𝑓𝑠 respectively.

Parameter Symbol Range Comments

Starburst

Initial optical depth of giant molecular clouds 𝜏𝑉 50-250 Efstathiou et al. (2000), Efstathiou & Siebenmorgen (2009)
Starburst star formation rate e-folding time 𝜏∗ 10-30Myr Incorporates Bruzual & Charlot (1993, 2003)
Starburst age 𝑡∗ 5-35Myr metallicity=solar, Salpeter Initial Mass Function (IMF)

Standard galactic dust mixture with PAHs

Spheroidal Host

Spheroidal star formation rate e-folding time 𝜏𝑠 0.125-8Gyr Efstathiou & Rowan-Robinson (2003), Efstathiou et al. (2021)
Starlight intensity 𝜓𝑠 1-17 Incorporates Bruzual & Charlot (1993, 2003)
Optical depth 𝜏𝑠𝑣 0.1-15 metallicity=40% of solar, Salpeter IMF

Standard galactic dust mixture with PAHs

AGN torus

Torus equatorial UV optical depth 𝜏𝑢𝑣 250-1450 Smooth tapered discs
Torus ratio of outer to inner radius 𝑟2/𝑟1 20-100 Efstathiou & Rowan-Robinson (1995), Efstathiou et al. (2013)
Torus half-opening angle 𝜃𝑜 30-75° Standard galactic dust mixture without PAHs
Torus inclination 𝜃𝑖 0-90°

15


	Introduction
	Motivation
	Contribution
	Related Work

	Theoretical Framework and Methodology
	Deep Generative Models
	Reconstruction Using a Deep Generative Prior
	Reconstruction Methods with a Generative Prior

	Generative Adversarial Networks
	Wasserstein Generative Adversarial Networks

	Generative Latent Optimization

	Experimental Setting
	Data
	Training Configuration
	Reconstruction Procedure

	Results
	Discussion
	Limitations and Future Work

	Conclusions
	Description of the CYGNUS models used for generating the simulated galaxy data

