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Abstract –We give an overview exploring the role of kinetics in multicomponent mixtures. Com-
pared to the most commonly studied binary (single species plus solvent) case, multicomponent
fluids show a rich interplay between kinetics and thermodynamics due to the possibility of frac-
tionation, interdiffusion of mixture components and collective motion. This leads to a competition
between multiple timescales that change depending on the underlying kinetics. At high densities,
crowding effects are relevant and non-equilibrium structures can become long-lived. We present
the main approaches for the study of kinetic effects in multicomponents mixtures, including the
role of crowding, and explore their consequences for equilibrium and non-equilibrium scenarios.
We conclude by identifying the main challenges in the field.

Introduction. – Starting with the famous phe-
nomenological law of diffusion introduced by Fick almost
two centuries ago, the theories behind the kinetics of
fluids have evolved from modelling ideal gases to much
more complicated scenarios, including the still open prob-
lem of glassy dynamics [1]. The movement of individ-
ual molecules in a dense fluid is usually subject to severe
slowing down arising from e.g. volume exclusion, causing
strong deviations from ideal behavior and leading to highly
non-trivial effects observed in e.g. hard-spheres at high
packing fractions [2, 3].

For multicomponent fluids, which have many different
species of particles, the underlying physics becomes even
more challenging [4–11]. Due to liquid-liquid phase sepa-
ration (LLPS), different regions in space can be enriched in
selected mixture components and depleted in others. The
kinetic constraints from crowding may then slow down the
relaxation [4], preventing the system from reaching equi-
librium as determined by the usual phase coexistence con-
ditions. A typical example from biophysics is the forma-
tion of membraneless structures in the cytoplasm [12–16],
a multicomponent fluid, via LLPS. Due to the high densi-
ties [12], the cytoplasm behaves as an aging fluid, showing
similarities to glassy systems once its metabolism is sup-
pressed [17, 18] .

Understanding the role of kinetics in multicomponent
dense fluids and its interplay with thermodynamics is
therefore a rich problem. We will outline here the resulting
challenges together with the main theoretical approaches
used to tackle them. Our aim is to focus on the interesting

phenomena arising specifically from the multicomponent
nature of a fluid.

Historical overview: Fick vs. Maxwell-Stefan dif-

fusion. – We are interested in the kinetic properties of
multicomponent fluids, so the appropriate ensemble is the
canonical (rather than e.g. grandcanonical) one. Due to
particle number conservation, the time evolution of the
system can be written in the form of a continuity equa-
tion

φ̇i(x, t) = −∇ · ji (1)

where the index i labels the different species in the fluid.
The quantity φi(x, t) can be interpreted in two ways. On
the one hand, from the microscopic perspective, φi(x, t) =
∑N

k∈i δ(x−xk) is a density operator and Eq. (1) then has
to be read on the same level as the Dean equation [19].
On the other hand, after coarse graining on a suitable
lengthscale (of the order of typical interparticle distances),
φi and the current density ji become continuous fields.
Fick’s phenomenological law of diffusion states that the
main driving forces for mass transport are density gradi-
ents,

ji = −Di∇φi, (2)

where Di is the diffusion constant for species i. Accord-
ing to this law, mass will flow in the direction of lower
densities until a homogeneous profile is obtained in equi-
librium. But this relationship is valid only for ideal gases
as it accounts exclusively for entropic effects.
In 1962, Duncan and Toor [20] conducted experiments

with ternary ideal mixtures that showed the existence of
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“uphill” diffusion, where one of the components would
flow in the direction of higher concentration. The exper-
iments were successfully described by the Maxwell-Stefan
approach to diffusion [21]. In contrast to Fick’s law this
uses gradients in the chemical potentials µi as the main
driving forces, which have to be balanced by the internal
friction between the components. The resulting relation
can be stated as

∇µi = −
M
∑

j=0

φj

φtot
γij(vi − vj) (3)

On the r.h.s. the vi = ji/φi are the velocities of the
different particle species and γij is a friction coefficient
for relative motion of species i and j (historically often
written as the inverse of a Maxwell diffusivity D̃ij), with
γij(vi − vj) the corresponding friction force. These forces
are then averaged across all species weighted with the ap-
propriate number (or molar) fractions cj = φj/φtot, where
φtot =

∑

φi is the total density. The solvent, denoted as
species j = 0, is included on the r.h.s. because motion
relative to it also generates friction. (We will specify in-
clusion of the solvent in sums explicitly; otherwise our
summation ranges are from 1 to M .) The set of linear
equations (3) together with the volume conservation con-

straint
∑M

j=0 φjvj = 0 can be inverted to express the ve-
locities vi, and hence the currents ji, linearly in terms of
chemical potential differences as

ji = −
∑

j

Lij∇µj (4)

with all kinetic effects now captured in the (generally
density-dependent) mobility matrix Lij . When – as in
e.g. dilute systems – the chemical potentials µi are func-
tions of the local densities φj so that the gradients of these
two sets of quantities are linearly related, one retrieves a
generalized form of Fick’s law (2)

ji = −
∑

j,k

LijΩjk∇φk (5)

that decomposes the diffusion matrix into the kinetic fac-
tor Lij and a thermodynamic factor Ωij . Because of its
more general applicability, the Maxwell-Stefan description
has largely superseded the Fickian one in the literature
and we therefore follow it below.

Equilibrium Properties. – The problem of phase
coexistence in multicomponent mixtures has received sig-
nificant attention in recent years [5, 9, 10, 22]. In general,
equality of the chemical potential µα

i = µi of each indi-
vidual species i among the different phases α, as well as
equality of osmotic pressure Πα = Π leads to the common
tangent plane construction for the free energy density

V (φ) ≡ fbulk(φ)−
∑

i

µiφi +Π = 0, (6)

where – as we are considering bulk properties for now –
fbulk does not contain interfacial terms and we use the
shorthand φ = (φ1, φ2, . . . , φM )

T
. Eq. (6) implies that P

different phases will coexist at pressure Π and chemical
potentials µi if P points on the free energy surface fbulk
lie on a common (tangent) plane; the effective potential
V (φ) measures the distance from this plane [5, 6]. Solv-
ing this common tangent plane condition for multicompo-
nent mixtures is a difficult task in general and alternative
approaches have been developed, including the moment
method [4, 5], grand-canonical simulations [9] and gradi-
ent descent on the total free energy [23].
A common choice for the total free energy F [φ] =

∫

dx f(φ,∇φ;x) for multicomponent mixtures is the so-
called Flory or regular solution theory form

f = T

M
∑

i=0

φi logφi +
1

2

[

φTǫφ+∇φTK∇φ
]

= fbulk(φ) +
1

2
∇φTK∇φ

(7)

where φ0 = 1 − φtot (in appropriate units) is the solvent
density and the elements ǫij and Kij of the matrices ǫ and
K give, respectively, the pairwise interaction strength be-
tween species i and j and the free energy cost of an inter-
face between them. Importantly, the solvent is assumed
to be non-interacting, contributing only an entropic term
arising from volume exclusion.

Kinetics of multicomponent mixtures. – As is
clear from the Maxwell-Stefan approach to diffusion, an
important question is the interplay of the complex ther-
modynamic features of multicomponent mixtures with the
underlying kinetics, which controls the non-equilibrium
properties of the mixture including its approach towards
equilibrium. From now on, we focus on this aspect.

Collective motion versus interdiffusion. A key feature
of mixture kinetics is the existence of distinct types of
motion: the overall particle density can be equilibrated
by collective motion, where all particle species have simi-
lar velocities and hence low friction forces between them.
(This collective motion is relative to the solvent that is not
written explicitly in φ; it is not a barycentric flow.) Relax-
ing the mixture composition, on the other hand, requires
interdiffusion, i.e. motion of different species in opposite
directions. This is expected to be much slower at high den-
sities due to crowding effects. Warren proposed that the
phase ordering kinetics of mixtures can then be separated
into early and late times: initially, the mixture behaves
as if its composition were fixed everywhere and separates
into phases differing only in density, according to the ap-
propriate “quenched” phase diagram. At later times also
compositions then equilibrate in line with the conventional
“annealed” phase diagram [4,7]. This scenario can be ex-
pressed equivalently in terms of moments of the density
distribution φi: for the free energy (7) with ǫij = −σiσj [7]
the total density φtot =

∑

i φi relaxes quickly while the
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composition moments
∑

i φiσ
n
i with n ≥ 1 (more precisely

their ratios to φtot) are slow. Ref. [7] provided strong ev-
idence for Warren’s scenario by showing that the growth
rate during the spinodal regime for a polydisperse lattice
gas follows the quenched spinodal at high densities, while
low density systems follow the annealed one.

Model B dynamics. In order to capture kinetic effects
such as the Warren scenario, we work with a generalization
of Eq. (4) that includes memory effects [24–26]

φ̇i(x, t) =
∑

j

∇ ·
[
∫

dx′

∫ t

0

dt′Lij (x− x′, t− t′)∇′
δF

δφj

]

+
√
2T∇ · ηi(x, t) (8)

Here the fluctuation-dissipation theorem requires the noise
correlations to be 〈ηi(x, t)η

T
j (x

′, t′)〉 = Lij(x−x′, t−t′)1
with 1 the d-dimensional identity matrix. As in Eq. (4)
the kinetics of the mixture are encoded in the mobility
matrix (kernel) L while the thermodynamics appear as
the driving force, namely the gradient of the chemical po-
tential. The specific form of L, as demonstrated in the
experiments of Duncan and Toor, is relevant to the non-
equilibrium dynamics of the mixture as it can give rise to
multiple timescales [24, 26], uphill diffusion [27] and indi-
cate the presence of a transition to glassy dynamics.

Mobility matrix. To obtain a formal expression for
the mobility matrix, one can expand the free energy to
quadratic order in deviations δφi = φi−φ̄i from a spatially
homogeneous reference state as

F =
1

2

∑

ij

∫

dx

∫

dx′ δφi(x)Ωij(x− x′)δφj(x
′) (9)

This gives for (the Fourier transform of) the chemical po-
tentials µi = δF/δφi the relation µ(q) = Ω(q)φ(q). The
matrix Ω(q) linking φ and µ can now be expressed in
terms of structure factors: defining the time-dependent
structure factor matrix S(q, t) = N−1〈φ(q, t)φT(−q, 0)〉,
one has the relation Ω(q) = (T/φ̄tot)S

−1
0 (q) where

S0(q) ≡ S(q, t = 0) is the equal-time structure factor ma-
trix. If one now further assumes L to be independent of φ,
then one can show [26] from Eq. (8), after taking Fourier
and Laplace transforms in space and time, respectively,
that

q2T

φ̄tot
L(q, z) = S0(q)S

−1(q, z)S0(q)− zS0(q), (10)

where the φ̄tot is a global quantity. For a given mixture
one can thus, in principle, measure the required (equal-
time and time-dependent) structure factors to determine
the underlying mobility matrix. But these are M×M ma-
trices so such measurements are a difficult task for multi-
component mixtures, with additional challenges arising
from having to invert such large matrices for all q and z,
compounded by the numerical inverse Fourier and Laplace
transforms if one wants to obtain the mobility in the time

and real space domains. Considerable simplifications can
be achieved, however, if one assumes that mobility and
thermodynamics are sufficiently decoupled for all particle
species to be kinetically equivalent. This approximation,
called the painted particle model in Ref. [26], yields for
the mobility in the limit z → 0

Lij(q, z → 0) =
φtot

q2TSs(q, z → 0)
[ciδij − (1− r) cicj ] .

(11)
Similar to φtot, the ci ≡ φ̄i/φtot are global quanti-
ties. Apart from the prefactor, the above expression
folds all system-specific information into the parameter
r = S2

0(q)S
s(q, z → 0)/S(q, z → 0) > 0 where Ss and

S are, respectively, the self and coherent (scalar) struc-
ture factors of the underlying painted particle mixture.
For r > 1 the resulting mobility matrix favors collective
motion of particles, as the ratio between diagonal and off-
diagonal mobilities is positive. For r < 1 this ratio is
negative and the mobility favors interdiffusion of species
(which can be seen as the generalization of the term up-
hill diffusion used in the Maxwell-Stefan description). The
ideal gas limit of Fickian diffusion is recovered for r = 1,
when L becomes purely diagonal.

Polymers. The mobility matrix is also important
in the mean-field description of polymer mixture kinet-
ics [24, 25, 28–31]. As one important example, Ref. [28]
derives the mobility of a polydisperse polymer mixture
by minimizing the total dissipation rate with respect to
the fluxes of each species, which accounts for the mini-
mization of the free energy [32] and the friction between
different polymer chains, similarly to the Maxwell-Stefan
approach (3). For the polymeric case, the friction was
shown to be quadratic in the velocities of the different
species and the maximization of the entropy production
rate gives the Rayleighian condition

γi(vi − vt) +∇µiρi −Niρi

M
∑

j=0

ρj∇µj = 0 (12)

where γi and Ni are the friction coefficient and the chain
length of species i, and ρi its chain number density. The
velocity vt is common to all species and can be determined
from the incompressibility condition

∑

i=0 Niji = 0. The
assumption (12), together with a microscopic model for
the friction γi ∝ N2

i φi, allows one to read off directly the
mobility matrix, which has the form

Lij ∝
1

N2
i

φi −
[

(

1

Ni
+

1

Nj

)

−
∑

k=0

φk

]

φiφj (13)

where the φi = Niρi are now the chain number densities.
An important distinction in this approach is the treatment
of the solvent as a regular species, making L an (M +
1)× (M + 1) matrix. A direct comparison to (11) is then
straightforward only if the limit φtot → 1 is taken there.
In the scenario of length monodispersity, i.e. Ni = N ,

the above mobility matrix was shown in Ref. [28] to play
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no role in the kinetics other than to define an overall
timescale. This is easily seen by noticing that for Ni = N
L has a vanishing eigenvalue with a uniform eigenvector,
meaning that any changes in the total density are forbid-
den by the mobility and only interdiffusion is possible.
This happens in (11) if r = 0, which is exactly the case of
an incompressible fluid for which S0(q) → 0. As soon as
the solvent is treated as a passive species, meaning it con-
tributes only entropically to the free energy, all moments
relax with different rates and both interdiffusion and col-
lective motion become possible. In the lattice gas section
below we will derive the mobility from a microscopic model
and show explicitly how these results are recovered.
A more recent approach [24, 29], similar to the inver-

sion (10), was used to derive the mobility of polymeric
mixtures in Ref. [25, 30]. The authors start with the dy-
namical random phase approximation [33, 34] (D-RPA),
which gives a linear response relationship between the den-
sity fields of each type of monomer and a set of time-
dependent external potentials V = {Vi}:

φ(q, t) = φtot

∫ t

−∞

dt′
dS(q, t− t′)

dt
V (q, t′). (14)

Assuming the potentials are constant up to t′ = 0 and then
switched off, the above expression integrates to φ(q, t) =
−φtotS(q, t)V (q) and differentiating w.r.t. time yields the
Onsager relation φ̇(q, t) = Ṡ(q, t)S−1(q, t)φ(q, t). The
Laplace transform of this relation is then consistent with
the Fourier-Laplace transform of (8) only if L is given
by (10).
While yielding effectively the same expression for the

mobility, the interpretation of Eq. (10) as derived in [26]
is quite distinct from the one in [30]. The former as-
sumes a painted particle scenario and uses as input the
total dynamical structure factor of the interacting sys-
tem. Any memory thus emerges from intermolecular in-
teractions. The latter [30] starts with D-RPA, which takes
the ideal gas as a reference frame where total and single
molecule structure factors agree. The input to the mobil-
ity is this single molecule dynamical structure factor and
memory emerges from intramolecular interactions. The
first is more suitable for strongly interacting colloidal sys-
tems while the second best describes weakly interacting
polymer mixtures. The physical assumption underlying
both approaches is that of a near-equilibrium situation,
which implies a linear relation between driving forces and
responses.
In order to derive more concrete results for the mo-

bility one needs to provide the microscopic information
contained in the dynamical structure factors S(q, z). In
Refs. [25, 29–31] these were assumed to be given by the
Rouse model. The resulting mobility was shown to change
the spinodal dynamics after a quench of a polymeric mix-
ture: for times short compared to the single chain relax-
ation time, an initial density modulation will decay faster
than the usual diffusive relation φ(q, t) ∼ e−Dq2t. This

faster relaxation is directly related to the presence of mem-
ory in the mobility kernel, an effect that was not consid-
ered in [28].

Relation to Dynamical Density Functional Theory.

The agreement of the expressions for the mobility in the
previous sections indicates a more subtle connection. In
the famous Dean equation [19], the time evolution of the
density operators φi(x) is obtained in terms of the pair-
wise potential between individual particles and a diagonal
mobility Lij = φiδij depending only on the local densities.
This equation, although exact at the level of density oper-
ators, is challenging to apply in practice as e.g. it fails to
recover the correct equilibrium structure factors if applied
naively to smooth density fields. This issue is resolved in
dynamical density functional theory [35–37] by introduc-
ing a free energy functional F [ρ] dependent on average

densities ρi(x) = 〈φi(x)〉. By construction such a theory
will yield exact results for the static fluctuations [26, 38]
of the φi (to quadratic order), if the appropriate free en-
ergy (9) is used with [38]

βΩij(x− x′) = β
δ2F

δρi(x)δρj(y)

∣

∣

∣

∣

ρ(x)=φ̄

(15)

=
δij

φ̄i
δ(x− x′)− c

(2)
ij (x− x′) (16)

where c(2) is the direct pair correlation function. This
expression makes explicit the separation of Ω into a lo-
cal ideal gas contribution in the first term and a nonlocal
contribution from c(2) in the second [38]. The key addi-
tional benefit of using the mobility (10) is then that also
the time-dependent quadratic fluctuations of the δφi are
predicted exactly.
By linear response, the same then also applies to the

relaxation dynamics of the average density ρi of DDFT:
the following adjusted equation for DDFT,

ρ̇(x, t) = ∇ ·
[
∫

dx′

∫ t

0

dt′L (x− x′, t− t′)∇′
δF

δρ(x′, t′)

]

(17)
yields the exact relaxation dynamics close to equilibrium,
i.e. to leading order in ρi(x, t)− φ̄i.
In summary, if the time evolution of the structure fac-

tors of a given system is known, the “correct” mobility can
be determined from (10). This mobility, together with the
appropriate free energy (9,16), generates the exact (sec-
ond order) fluctuation statistics of the φi, both statically
and dynamically, when used in the generalized model B
equation (8). The corresponding generalized DDFT equa-
tion (17) similarly predicts correctly the time-dependent
linear responses. Additionally, non-trivial features of the
mobility as discussed above allow for the possibility to ac-
count for the Warren scenario, as well as arrested dynam-
ics or the Mode Coupling glass transition [1]. Exploring
the consequences of the full mobility expressions in the
predictions of dynamical density functional theory thus
offers a promising direction for future research.
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Microscopic approach: the mobility of a lattice gas. In
the previous sections we have reviewed general approaches
for obtaining the mobility matrix from macroscopic behav-
ior captured in the dynamical structure factors. Here we
use a different route and start from a microscopic model
consisting of a multicomponent lattice gas with Hamilto-
nian

H =
∑

x∼x′

∑

i,j=1

ni(x)nj(x
′)ǫij (18)

where ni(x) is the occupancy number of site x by species
i, i.e. equal to one if the site is occupied by a particle
of species i and zero otherwise. The sum over x ∼ x′

runs over nearest neighbor pairs. Finally, the energy cost
of a bond between species i and j is given by ǫij . We
assume additional hard core interactions at short distances
such that each lattice site can be occupied by at most one
particle.

In the supplementary material [39] we derive the hy-
drodynamic limit of this model using a path integral ap-
proach [40] and show that the resulting equations of mo-
tion have the form (8), such that the mobilities Lij can be
read off directly

Lij(x) =
φtot

∑M
k=0 w

ikφk

T

[

ciδij −
φtotw

ijcicj
∑M

k=0 w
ikφk

]

, (19)

where wij is the rate at which two neighboring particles
of type i and j swap positions. This expression is the
multicomponent generalization of the binary case studied
in [41].

The mobilities (19) shed further light on the expressions
for L in Eq. (11) and (13). Since we assumed Markovian
dynamics, the resulting mobility is local in time, while lo-
cality in space follows from the hydrodynamic scaling. The
quantities φi, φtot and ci on the r.h.s. are therefore now
local, i.e. evaluated at position x, in contrast to Eq. (11)
where the global quantities enter.

By setting wij = ws ∀i, j 6= 0 and wi0 = w0 ∀i, a mobil-
ity matrix of painted particle form (11) is recovered from
Eq. (11), consistent with the idea that in the painted par-
ticle picture all particle species (but not vacancies) are
kinetically equivalent. The (local) parameter r is then
given by r = w0φ0/[wsφtot + w0φ0]. This can be read
as the ratio between the scales for the current from collec-
tive motion, w0φ0φtot = w0φtot(1−φtot), and for the total
current w0φ0φtot+wsφ

2
tot that also contains the interdiffu-

sion contribution wsφ
2
tot. Due to the hydrodynamic limit,

r ≤ 1 and collective motion (r → 1) dominates for ws → 0,
i.e. when particle swaps become suppressed. Nonetheless,
for any non-vanishing ws one has that r → 0 for φtot → 1,
which is consistent with our results above for the length-
monodisperse polymeric mobility and the painted particle
mobility in the incompressible limit.

Coarsening: the role of kinetics. – Up to now
we have looked at general forms of the mobility. In the

following sections we focus on the effects of these kinetic
properties on specific physical processes.
We start by investigating the late stages of phase sep-

aration, where an important question regarding kinetic
effects arises, namely their role in the coarsening pro-
cess [8, 42–47]. Once a system is brought into a coexis-
tence region of its phase diagram and droplets of a new
phase have been formed via either nucleation or a spinodal
instability, coarsening or Ostwald ripening [48] will set in,
with bigger droplets growing by diffusive transport in fa-
vor of smaller ones. Here, we highlight the importance of
the kinetic aspects in this process for a multi-component
mixture.
We show in the supplementary material [39] that com-

bining the generalized Gibbs-Thomson boundary condi-
tion and the solution to the Laplace equation for a spher-
ical droplet of curvature G = 2/R one finds for the time
evolution of the radius R of a droplet of phase α immersed
in a sea of phase γ (see [45,46] for alternative derivations)

dR

dt
=

2σαγ

R∆φT(Lγ)−1∆φ

(

1

Rc
− 1

R

)

(20)

with Rc = 2σαγ/∆Π the critical radius, while σαγ is the
surface tension between phases α and γ. This result re-
trieves the known R ∼ t1/3 [49] scaling but with a prefac-
tor depending on the compositions of the droplet and the
surrounding phase, as well as the mobility in the latter.
To get some quantitative insight into the effects of this

prefactor, consider a painted particle mobility, i.e. Lγ of
the form (11), Lij ∝ cγi δij−(1−r)cγi c

γ
j , in the surrounding

phase γ. The matrix inverse can then be performed to give

∆φTL−1∆φ ∝
∑

i

(∆φi)
2

cγi
+

1− r

r
(∆φtot)

2 (21)

If phase γ has a reasonably uniform composition so that
cγi = O(1/M), the scaling of the first term depends on
the ∆φi: if there is strong fractionation [22] so that a few
∆φi are O(1), the term is O(M) and hence the coarsening
rate O(M−1). For weak fractionation, on the other hand
(∆φi = O(1/M)), the prefactor (21) is O(1) and the coars-
ening rate larger by a factor of O(M). Consistent with the
Warren scenario, this result suggests that coarsening will
proceed first via condensation of a weakly fractionated
phase, with growth of strongly fractionated phases occur-
ring only at late times. Conversely, a nucleated domain
will shrink much more slowly if it is enriched in only a few
mixture components; this makes sense as interdiffusion of
particles is required to equilibrate the surrounding com-
position, while relaxing the total density is much faster.
In the limit r → 0 of pure interdiffusion, which occurs
for dense systems (see discussion of lattice gas mobility
above), the second term in (21) always dominates and the
Warren scenario disappears.
A second effect coming directly from the mobility was

first demonstrated by Bray [43] for the case of a single
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component system. Consider a droplet of phase α im-
mersed in a sea of phase γ in which the mobility Lγ van-
ishes. In the case of a single component system and mobil-
ity ∝ |(φγ

tot − φtot)(φtot − φα
tot)|n, which vanishes in both

bulk phases, Bray showed that coarsening proceeds with
an anomalous power-law scaling R ∼ t1/(3+n). Numer-
ical simulations of this mobility and extensions to non-
symmetric cases [50–52], i.e. with the mobility vanishing
only in one of the bulk phases, showed a range of differ-
ent exponents for the growth of droplets. For a multi-
component system where the mobility Lij ∝ (φtot − φc)

n

vanishes only at a critical total density φc equal to the
density of the densest phase, a similar range of exponents
as observed in [50–52] is expected. If φc is lower than the
density of some equilibrium phases, as occurs in glass [1]
and jamming [53, 54] transitions or in the Brazil nut ef-
fect [55], the situation becomes highly non-trivial and the
system will generally become arrested in non-equilibrium
states [42, 51, 52, 56]. Scenarios where the mobility van-
ishes due to changes in composition instead of total den-
sity remain unexplored and are likely to be even more
challenging to analyze.

Chemical reactions and kinetics. – Extending the
dynamics (8) to include chemical reactions is relatively
straightforward within a mean-field approach [32, 57].

To illustrate the importance of the kinetics for chemi-
cal reactions, consider a mixture with thermodynamically
ideal species where the free energy consists only of the
ideal gas entropy contribution so that Ωij(q) ∼ δij/φi.
If the mixture undergoes a thermal quench, non-trivial
correlations between species can nonetheless appear if the
mobility matrix favors interdiffusion [26]. These corre-
lations can then facilitate reactions that would otherwise
take much longer to occur, by concentrating reactants near
each other. For such an effect to be relevant, the typical
diffusion timescales, which are determined by the eigenval-
ues of LΩ, must be longer than the typical reaction times
such that multiple reactions can occur during the lifetime
of the kinetic correlations.

A particular case of the mobility-induced (sic!) phase
separation discussed above was studied in [58] for a ternary
mixture composed of a catalyst (e) and two reacting
species (s and p). The mixture was coupled to reser-
voirs of fuel and waste held at constant (but distinct)
chemical potentials and the mobilities of the three in-
dependent species were chosen phenomenologically to be
Lij =

1
T (

∑

k Dikφkφiδij −Dijφiφj), which is exactly (19)
if Dij = wij , while the mobilities of fuel and waste are un-
specified since they play no role in the equations of motion.
The authors showed that macroscopic phase separation
occurs for Dpe 6= Dse. This choice, due to the distinct
chemical potentials of fuel and waste, creates a positive
feedback that amplifies any inhomogeneities in the con-
centration of the catalyst.

In the opposite limit, where diffusion is much faster
than reactions, an effective free energy that incorporates

creation-annihilation processes can be written by using
an analogy with electrostatics, resulting in a long range
Coulomb-like interaction that stabilizes the size of phase
separated domains [59]. For such systems, non-local ef-
fects in space and time in the mobility become more rele-
vant, pointing towards an interesting direction for future
exploration.

Perspectives. – We conclude with a selection of open
questions and challenges:

• As we have seen, mobilities are generically nonlocal
in space and time, and efficient simulation techniques
are needed to deal with this.

• The general mobilities we presented are valid for ho-
mogeneous mixtures, while the lattice gas approach
introduces a hydrodynamic scaling implying a typical
coarse-graining length scale. For non-homogeneous
mixtures, what is the optimal coarse-graining scale
for the density fields such that the general expressions
for the mobility are still valid?

• What new physics arises from the known mixture free
energy functionals of dynamic density functional the-
ory once crowding and dynamical arrest effects are ac-
counted for via the mobility in the generalized model
B?

• How do memory effects from the mobility affect nu-
cleation and growth dynamics? Once the lengthscale
of nonlocality of the mobility becomes of the same
order as the critical droplet radius, very interesting
new physics should appear.

• Active and non-reciprocal mixtures: these generally
have non-equilibrium steady states, leading one to ex-
pect that kinetic effects will become even more rele-
vant and potentially key to determining the nature
of the steady states. The role of mobility in ac-
tive [60, 61] or non-reciprocal systems [62] remains
largely unexplored.

• Studying the influence of mobilities on fluid viscos-
ity [63] is an interesting topic for future work.

In summary, accounting for non-trivial kinetic effects
in multicomponent mixtures leads to fascinating physics
that has no direct counterpart in single species systems
or, essentially equivalently, incompressible binary fluids.
While we have given an overview of the underlying theory
behind such kinetic descriptions, major fruitful challenges
remain both in theoretical as well as numerical approaches.
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Rep. Prog. Phys., 82 (2019) 064601.
[33] Akcasu A., Benmouna M. and Benoit H., Polymer,

27 (1986) 1935–1942.
[34] Brochard F. and de Gennes P., Physica A, 118 (1983)

289.
[35] Fraaije J. G. E. M., van Vlimmeren B. A. C., Mau-

rits N. M., Postma M., Evers O. A., Hoffmann

C., Altevogt P. and Goldbeck-Wood G., J. Chem.

Phys., 106 (1997) 4260.
[36] Marconi U. M. B. and Tarazona P., J. Phys. Condens.

Matter, 12 (2000) A413.
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