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Abstract We apply in simulation a reservoir computer based on evanescently
coupled GaAs microrings for real-time compensation of a nonlinear distortion of
a 50 Gbaud 16-QAM signal with the launch power up to 12 dBm in a standard
single-mode optical fibre. We clearly evidence the crucial role of fast nonlinear
response in enabling all-optical signal recovery in real time. With our system
we are able to reduce the signal error rate below the forward error correction
limit for a 20 km fibre and 12 dBm launch power.

1 Introduction

Optical links are essential for telecommunications. Their performance in terms
of reach and bandwidth, however, is limited by linear and nonlinear distortions
present in optical fibres [1]. In particular, in short-reach links such as in passive
optical networks (PON), a higher launch power would allow for longer reach,
more optical network terminals (ONT) and higher-order modulation formats.
However, a nonlinear distortion would be the consequence, whose mitigation in
real time is challenging for high modulation bandwidths.

Digital approaches are effective but computationally intensive when running
as code on digital hardware using, both, conventional techniques based on dig-
ital signal processing (DSP) [1] and those based on neural networks [2]. Hence,
all-optical methods such as Optical Phase Conjugation (OPC) [3] and Phase
Conjugated Twin Wave (PCTW) [4] were proposed. However, OPC limits flex-
ibility, requiring a precise positioning in a symmetric link [1], while PCTW
involves the transmission of a twin wave.

One promising alternative is nonlinear distortion mitigation via all-optical
neural networks based on the reservoir computing (RC) paradigm. These sim-
plified recurrent neural networks combine processing dynamical inputs with a
much simpler training procedure than generic recurrent neural networks [5]. Im-
portantly, this simplicity is highly beneficial for hardware implementations [6].
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Nonlinear transformation is a crucial part of a neural network. Normally,
optical nonlinearities are only observable at the expense of large peak power [7]
which can dispute energy efficiency, slow response [8] or large space require-
ments [9]. Semiconductors, and III-V alloys in particular, have been actively
investigated in this context because of their relatively large ultrafast Kerr non-
linearity [10] and, more importantly, much larger free carrier-related nonlinear
response, typical of semiconductors in passive resonators [11] or amplifiers [12,
13]. Novel concepts such as photonic crystals [14, 15] allowed light confinement
within a tiny volume, drastically improving the energy efficiency of all-optical
switching [16], which has long been a major concern. Finally, interference effects
further enhance efficiency without sacrificing speed [17, 18].

Such developments unlocked implementations of all-optical RCs, such as
those based on a network of splitters [19] and a laser [20, 21, 22] or a nonlinear
resonator with an optical feedback [23] that were used for mitigation of linear
and nonlinear distortion in optical fibres. In recent work, we have proposed a
novel approach towards scalable RC in integrated photonics based on evanes-
cently coupled nonlinear resonators [24]. This RC allows all-optical real-time
processing of coherent high-speed optical signals using nonlinear effects intrin-
sic to the material platform, for example, III-V heterogeneously integrated on
a silicon photonic platform [25, 26]. In this letter, we apply this all-optical pro-
cessing approach to compensate the nonlinear distortion in an optical fibre in
real time.

2 Integrated optical reservoir computer

A simplified model of a resonator near a waveguide includes the electric field
amplitude am and free electron density Nm:















ȧm = −
(

ΓO + κ2
in + κ2

out

)

am/2 +
∑

k∈near

µak + κins(t) + ȧm,NL

ȧm,NL = [i(∂Nω)Nm − Γa
TPA(|am|)/2]am

Ṅm = −ΓCNm + ΓN
TPA(|am|)

, (1)

where ∂Nω is the free-carrier dispersion coefficient, ΓO is the intrinsic opti-
cal loss, κin/out are the input/output waveguide coupling coefficients, µ is the
evanescent coupling strength, s(t) is the input signal, ΓC is the electron recom-
bination rate, Γa

TPA(a) and ΓN
TPA(a) are TPA-related nonlinear functions. The

complete model is given in [24], and our RC is composed of M evanescently
coupled resonators with parameters given in Table 1.

Reservoirs compute in two steps: a complex nonlinear input expansion into
the high-dimensional reservoir space followed by a linear projection through the
readout weights to obtain an output. A rich high-dimensional expansion is likely
to improve performance [29]. When operating our system in the linear regime,
evanescent coupling creates orthogonal eigenstates with different frequencies re-
ferred to as “supermodes”, even if resonators are identical. Individual resonators
may belong to multiple supermodes and become unique multi-passband filters.
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Table 1: Parameters of the reservoir computer.

Geometry 8×3 grid, long side coupled to input
Resonators GaAs microrings, 5 µm radius

µ 75 GHz
ΓC 100 GHz [27]
ΓO 24 GHz (i.e. 5 · 104 Q-factor)
κ2
in 200 GHz

κ2
out 200 GHz

TPA constant 10.2 cm/GW [28]
∂Nω 1.6 × 10−6 Hz·cm3, using the Drude model

When an input signal is injected into the reservoir, resonators pick up on the
the parts of the input that correspond to the resonator’s respective frequencies.
As a result, each resonator is excited in a unique and deterministic manner, de-
pending on its associated supermodes and potentially the recent input history.
This way, the input is expanded into a (2 ×M)-dimensional hyperspace (factor
2 as the reservoir is coherent). This expansion is further enriched by intrin-
sic nonlinearities. Finally, this expansion is linearly projected to produce the
output y(t) = Ŵ outκout~a(t), where Ŵ out are complex-valued readout weights.

For processing dynamical information, the fading memory requirement of
RC [5] implies that reservoir and task timescales should be similar. The relation
between these timescales determines the capability of a RC to keep the recent
history of inputs nonlinearly represented in echoes of its internal state, which
is crucial for enabling processing of signals that requires information stemming
from several timesteps, such as the case of chromatic and nonlinearity com-
pensation in optical communications. In our RC, there are an optical and an
electronic timescale. The former relies on the photon lifetime, the latter on the
free electron lifetime. In commonly used digital RC subtype called “echo-state
network” (ESN) the nonlinearity is instantaneous. As the literature contains
many examples of working ESNs, we aim to imitate them. Since carrier lifetime
can be manipulated by controlling the recombination velocity at the surface [30]
or the doping [31] we choose conditions such that

free electron lifetime < input symbol length ∝ photon lifetime.

For such conditions, the fading memory is associated to the photon lifetime.
Determining apriori its optimal length for a task is complicated, however. We
therefore treat the photon lifetime as an optimization parameter, controlled by
the coupling strength of microresonators to output waveguides. The evanescent
coupling rate between microresonators defines the input frequency the RC can
accept. However, an excessive coupling rate will harm the dimensionality of the
input expansion; a priori we find that matching to the input baud is the best
choice [24].
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The RC must be trained before the first use and, likely, retrained regularly
to account for parameter drift. Therefore, an efficient training procedure is
crucial for practical use. One good option is ridge regression that requires the
knowledge of the internal layer responses to an excitation Â = amk = am(tk),

and a corresponding target signal ~Y tgt = ytgtk = ytgt(tk − τ tgt), where m ∈
[1 . . .M ], k ∈ [1 . . . T ] and T is sufficiently large. Delaying the target signal
with τ tgt > 0 allows the RC to accumulate more relevant information before
producing the output, leading to better performance [24]. Finally, the optimal
readout weights are

Ŵ out = ~Y tgtÂ
(

ÂÂ∗ + βÎ
)−1

, (2)

where ∗ is the conjugate transpose, β is a regularization parameter and Î is a
diagonal matrix.

3 Short-reach nonlinear optical link

In this work, we are mostly interested in nonlinear distortion, which could come
up in PON. Compared to C-band links commonly found in literature, PON
links are in O-band and are relatively short, meaning dispersion is less impor-
tant. However, nonlinearity can be significant, as downstream signals need to
be strong enough such that, when split, all optical line terminals still receive
sufficient power. The setup scheme is shown in Figure 1(a), and parameters
given in Table 2 imitate a PON link before the split. Here, an optical carrier is
modulated with a pseudorandom bit sequence. The quality of the random num-
ber generator is important as otherwise a neural network can learn shortcuts
instead of correcting distortion [32]. Here, Xoshiro256++ [33] was used. The
propagation inside the standard SMF-28 optical fibre was simulated by solv-
ing the nonlinear Schrödinger (NLS) equation [34] with the split-step method.
Noise has been omitted as RC cannot compensate for it [20] and is therefore
irrelevant to assess RC performance.

Table 2: Parameters for simulation of optical signal propagation.
Modulation 16-QAM, 50 GBaud

Optical carrier 1342 nm considered for TDM-PON [2]
Launch power 6 . . . 14 dBm
Pulse shaping RRC, 0.1 roll-off

Samples per bit 8
Optical fibre up to 70 km SMF-28
Attenuation 0.32 dB/km [35]

Dispersion coefficient 2.4 ps2/km [35]
Kerr coefficient 1.5 W-1/km [34]

We simulate the RC for 2 µs, which corresponds to T = 105 symbols, the
first half of which is used for training, the other – for testing. Consequently, the
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Figure 1: (a) Optical link scheme. Here, DAC and ADC are digital-to-analog
converter and vice-versa, and RRC is root-raised cosine filter. Input is passed
to the RC via a waveguide (thick red) coupled to a grid of evanescently coupled
resonators (circles) that form the internal layer. The readout performs weighting
and summation of the internal layer responses in the optical domain. (b) and
(c) show histograms of signal samples on the complex plane before and after a
20 km optical link with 12 dBm launch power that increased the symbol error
rate to 0.05. The colorbar is shared.

minimum measurable symbol error rate (SER) is 2 × 10−5. Simulations have
shown that for distortion considered here, τ tgt equal to a half of the symbol
length provides the best performance.

The output power of the RC needs to be considered alongside the SER, as, in
practice, noise can be important. As mentioned above, the RC output is y(t) =
Ŵ outκout~a(t). Since ridge regression does not account for physical constraints,
W out

i can be any complex number, but there can be constraints specific to
a readout implementation. For example, for an RC with two resonators, the
readout can be implemented with a Mach-Zehnder interferometer, which implies
|W out

1 |2 + |W out
2 |2 = 1. Nevertheless, for the task we solve, αreadŴ

out~x(t),
where αread > 0 is also a solution. Here, αread can be considered a readout
loss; its value depends on both the readout implementation and weights. As
a readout can be implemented in various ways [36, 37, 38, 39], readout loss is
a complex topic and is out of scope of this article. Here, we make a simple
assumption that a sum of weighted signals can be computed exactly and there
is no amplification at the weighting stage, i.e. all weights are normalized by
αread = 1/maxi(|W

out
i |). This readout does not preserve energy, though is

expected to suffice for a rough estimate in a typical setting. Then, we consider
the power penalty

10log10

[
∫

dt|αreadŴ
outκout~a(t)|2

/

∫

dt|s(t)|2
]

(3)

as an estimate of the RC optical power use. The power penalty can be controlled
via the regularization parameter β [24]. Here, we target the power penalty of
approximately -20 dB.

In order to demonstrate the contribution of RC’s intrinsic nonlinearities, we
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compare performance of the RC with a linear tapped filter

yfilter(t) =
L
∑

l=−L

wls

(

t + l
∆t

4

)

, (4)

where ∆t is the input symbol length and wl are complex-valued weights of a
tap trained with ridge regression using Eq. 2, where Â is replaced by

Ŝ = slk = s [tk − (l − 1 − L)∆t/4] . (5)

Here, we chose L = 12 to obtain 25 taps for a fair comparison with the RC that
has 24 resonators, although L > 4 does not improve the equalization signifi-
cantly. We do not consider the RC in the linear regime as it produces almost
the same result as the tapped filter.

The equalization result is shown in Figure 2 and Figure 3. The RC input
power was optimized: in Figure 2(a) it increased proportionally to the launch
power from 10 mW at 6 dBm to 30 mW at 14 dBm, and in Figure 2(b) it was
fixed at 25 mW.
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Figure 2: Recovery performance of reservoir compared to a tapped filter. The
legend is shared. In (a) the fibre length is 20 km, in (b) the launch power is
10 dBm, and the Forward Error Correction (FEC) limit is 0.2×10-3.

As mentioned above, the optical timescale is an optimization parameter. It
can be increased with a smaller intrinsic Q-factor of resonators, or their weaker
coupling to input and output waveguides and vice-versa. Figure 4 shows a sweep
of the latter. The problem favors a shorter optical timescale, although the effect
is less prominent for a longer fibre. For a shorter fibre the performance can be
further improved relative to default parameters. However, this would require a
lower Q-factor, which will reduce efficiency, or stronger coupling to waveguides,
which may pose a design challenge.
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power. The optical timescale is varied by coupling to input and output waveg-
uides. Black circles correspond to parameters in Table 1. The legend shows the
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4 Discussion

We observed that an excess photon lifetime degrades the performance; its op-
timal value was smaller than the symbol length. A possible explanation could
be that dispersion was too weak to require a long memory. A short photon
lifetime implies a large bandwidth of supermodes, which limits scalability of RC
dimensionality in the linear regime [24], here, roughly 8 degrees of freedom, with
free-carrier dispersion improving to roughly 12. It is possible that other degrees
of freedom can still contribute to performance, but regularization prevents them
due to their low amplitude.

Due to nonlinearity in the fibre, sidebands appear in the optical spectrum.
In principle, sidebands also carry information that the RC can utilize. With that
motivation, we have increased the evanescent coupling strength to allow some
supermodes to overlap with sidebands. However, sidebands are typically weaker
than the main band and these supermodes were weakly excited. A higher input
power would lead to stronger sidebands, but the same is true for the main band,
and supermodes there are at risk of losing consistency [24]. One possibility is
utilizing smaller features of RC responses by reducing noise and regularization,
as seen in Figure 3(c).

We have assumed a free electron recombination rate of 100 GHz, which can
be a challenge from the point of view of technology. Roughly, silicon photonics
can provide up to 10 GHz, but III-V materials allow for a much higher ceil-
ing [26]. In particular, GaAs can easily fit the requirements and, if necessary,
can be slowed down [27]. In this work we assumed GaAs microrings, but pho-
tonic crystals have the potential to reduce the input power requirement and
further accelerate electron recombination [26]. Since the nonlinear timescale
was faster then the input timescale, the result is expected to be extendable to-
wards materials with the Kerr effect as the dominant nonlinearity such as silicon
nitride.

Due to a lack of enforced structure and control of the internal layer, reser-
voirs are often claimed to be resilient to parameter deviation arising, for ex-
ample, due to fabrication tolerances. The computing performance of our RC
is largely defined by its spectral characteristics and supermodes in particular.
However, supermodes will only form if the resonator’s frequencies are not too
different. If the standard deviation of resonance frequencies exceeds half of the
evanescent coupling strength, the dimensionality of the input expansion starts
to deteriorate [24]. Using the thermooptic effect can mitigate this problem to
an extent, however, a close proximity of resonators will lead to a strong thermal
crosstalk.

In simulation, carrying out the training procedure with ridge regression is
straightforward, as the RC state is fully observable, and the training target
is available as the distorted signal can be prepared offline. In practice, the
transmitter and the receiver can agree on a training initiation protocol and
the training signal to be transmitted; no other data is sent during that time.
Then, a distorted signal excites the internal layer, and the controller records its
responses. Figure 5(a) shows a possible operation of such an RC in practice.
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This approach closely follows the RC principle, where all neurons are recorded
simultaneously. However, each neuron will require a separate RF channel with
a coherent detector, which is costly and a design challenge even for a modest
RC. An alternative approach is shown in Figure 5(b). During the training, the
transmitter sends the same signal multiple times. Each time, the controller sets
all weights to zero except one set to unity. This way, only one response passes
through the readout unchanged and is then recorded by the controller. The
controller can record all responses reusing the output port by cycling through
all weights. Here, speed of training is traded for simplicity of design. If im-
plementing ridge regression poses a challenge, black-box optimization concepts
such as reinforcement learning [36] or evolutionary algorithms [40] can be a
viable alternative.
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Figure 5: (a) An optimistic use of the proposed RC with, for clarity, 5 res-
onators. The controller aligns resonances of resonators by using heaters. (b) An
alternative method for recording internal layer responses. Here, the controller
records the second resonator response. Details in text.

Ridge regression might take a considerable amount of time, during which
the optical link cannot be used. However, if there is only a minor parameter
drift, the controller can account for them online using black-box optimization
methods such as gradient descent or methods mentioned above.

5 Conclusions

An integrated all-optical reservoir computer based on evanescently coupled res-
onators is viable for compensating nonlinear distortion in an optical fibre. Here,
the reservoir recovered the distortion of a 50 Gbaud signal after a short-reach
link in O-band with 20 km length and 12 dBm of optical power injected, a case
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relevant for the next generation of passive optical networks. The computing was
performed in real time while using a few tens of milliwatt of optical power.

We found that a low photon lifetime, although harmful for dimensionality,
positively impacts performance in this task. The reservoir also poses a few
challenges with regards to technology and design, such as engineering of the
free electron lifetime, which has been demonstrated to be possible.
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