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SCATTERING OF THE TODA SYSTEM AND THE GAUSSIAN

β-ENSEMBLE

REDA CHHAIBI

Abstract. The classical Toda flow is a well-known integrable Hamiltonian sys-
tem that diagonalizes matrices. By keeping track of the distribution of entries and
precise scattering asymptotics, one can exhibit matrix models for log-gases on the
real line. These types of scattering asymptotics date back to fundamental work of
Moser.

More precisely, using the classical Toda flow acting on symmetric real tridiago-
nal matrices, we give a "symplectic" proof of the fact that the Dumitriu-Edelman
tridiagonal model has a spectrum following the Gaussian β-ensemble.
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1. Gaussian β-ensembles and the Macdonald-Mehta-Opdam formula

The Gaussian β-ensemble is the probability distribution for an n-point configura-
tions in the real line:

(GβEn) P (Λ ∈ dx) :=
1

Z
β
n

|∆(x)|β e−
1

2

∑n
j=1 x

2
i

n
∏

j=1

dxi ,(1.1)

with Zβ
n being the normalization constant. It is a particular case of β-ensembles

with general confining potential V :

P (Λ ∈ dx) :=
1

Z
β
n

|∆(x)|β e−
∑n

j=1
V (xi)

n
∏

j=1

dxi .(1.2)
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From [DE02], the GβEnis conveniently obtained as the spectrum of the tridiagonal
matrix:

Tβ =















N1 χ 1

2
(n−1)β 0 . . . 0 0

χ 1

2
(n−1)β N2 χ 1

2
(n−2)β . . . 0 0

. . . . . . . . . . . . . . . . . .

0 0 0 . . . Nn−1 χ 1

2
β

0 0 0 . . . χ 1

2
β Nn















(1.3)

where the variables with different symbols are independent. χk stands for a χ-
distributed random variable with k degrees of freedom and Ni stands for a standard
Gaussian random variable. We record this fact for future reference as

Theorem 1.1 (Dumitriu and Edelman, [DE02]). The spectrum of Tβ, as given in

Eq. (1.3), is the β-ensemble on the line, with quadratic confinement potential.

Moreover, the Macdonald-Mehta-Opdam identity holds true:

Zβ(Rn) =

∫

Rn

dx |∆(x)|β e−
1

2

∑n
j=1

x2
i = (2π)

1

2
n

n
∏

j=1

Γ
(

1 + β

2
j
)

Γ
(

1 + β

2

) .

Thanks to this tridiagonal model, the spectra of GβEn and GβEn+1 are natu-
rally coupled. This is the same coupling in β = 2 of Gaussian measure on infinite
Hermitian matrices studied by Olshanki-Vershik [OV96], after the so-called Trotter
reduction.

From a physical perspective, the spectrum gives a log-gas with quadratic con-
finement potential. The fact that Dumitriu and Edelman’s model has independent
entries is miraculous and shows that β-ensembles are integrable in a sense.

The present work provides another proof that Dumitriu and Edelman’s triadiago-
nal model has a spectrum distributed according to the β-ensemble on the line. While
there is no new result per se, it is the approach that is novel. This derivation uses
a Hamiltonian technique based on the scattering for the Toda flow. It is perhaps
“the symplectic proof” that Dumitriu and Edelman mention in their paper [DE02]
in the form of their Remark 2.10. Also, since this geometric proof splits the space
into independent entries, it gives the change of variables which produces a proof of
the Macdonald-Mehta-Opdam (MMO) integral.

The general approach goes as follows. We consider a random matrix with fixed
distribution as starting point for the Toda flow. As the Toda flow is an integrable
dynamical system that diagonalizes matrices, we are able to keep track of the matrix
distribution throughout the flow.

Another interesting point regards the nature of the integrability of such models
and we shed some light on the matter. Indeed, with initial measures expressed in
terms of Casimirs, i.e. invariants of motion, the spectral distribution has a tractable
and closed form expression. The particularity of quadratic potentials is that they are
expressed using the first Casimir only, whose special structure leads to independence
in the entries of the matrix model.

Summary. We start by developing the necessary results from the theory of the
Toda lattice in Section 2.

Then we explicitly compute the scattering asymptotics, using orthogonal polyno-
mials techniques. We will be particularly interested in precise scattering asymptotics
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which are originally due to Moser [Mos75] and which show the appearance of a log-
arithmic interaction via a Vandermonde. This allows to construct a scattering map
between the generalised Toda flow and a free dynamic.

Before proving the main result, we find invariant volume forms under the Toda
flow. These will play the role of reference measures. Putting everything together
in Section 4 shows that, indeed, the spectrum is distributed as (1.1). The MMO
formula is obtained by keeping track of the normalizing constant.

2. Definition of the Toda flow

Notations. Let k, a and n be respectively the subspaces in Mn (C) of anti-
Hermitian matrices, diagonal real matrices and upper triangular matrices. We have
the direct sum decomposition:

Mn (C) = k⊕ a⊕ n(2.1)

Any matrix X ∈ Mn (C) has a unique triangular decomposition into:

X = [X ]− + [X ]0 + [X ]+(2.2)

where [X ]− (resp. [X ]+) are respectively lower triangular and upper triangular. [X ]0
is diagonal. For each subspace E in the direct sum decomposition (2.1), we denote
the projection onto E by ΠE . These projection are given for X ∈ Mn(C) by the
expressions:

Πk(X) = [X ]− − [X ]∗− + iℑ [X ]0 ; Πa(X) = ℜ [X ]0 ; Πn(X) = [X +X∗]+ .

Indeed, one can easily check that Πk +Πa +Πn = idMn(C).

2.1. Flow definition. Let T be the space of symmetric tridiagonal matrix form:

X =













a1 b1 0 . . . 0 0
b1 a2 b2 . . . 0 0
. . . . . . . . . . . . . . . . . .

0 0 0 . . . an−1 bn−1

0 0 0 . . . bn−1 an













,

with bj > 0.
The Toda flow acts on T via the differential equation:

Ẋ = [X,Πk(X)] .(2.3)

Formally, define the vector field V at x ∈ T by:

Vx = [x,Πk(x)] .

And the Toda flow is obtained by exponentiating the vector field V . In fact the flow
is equivalent to the pair of equations:

{

Xt = QtΛQ
∗
t

Q̇ = −Πk (X)Q

by noticing that equation (2.3) can be rewritten:

Ẋ =
[

Q̇Q−1, X
]

Thanks to this Lax-pair formulation, we see that the flow acts by isospectral
transformations.
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Remark 2.1 (The Toda flow preserves T ). Positivity of the extra-diagonal is pre-

served because equation (2.3) implies:

ḃi = bi (ai − ai+1)(2.4)

2.2. Long time behavior: the sorting property. We assume that X0 is diago-
nalizable with distinct eigenvalues (Λ1, . . . ,Λn) with

Λ1 > Λ2 > · · · > Λn .

The diagonalized form of the initial data is given by:

X0 = Q0ΛQ
∗
0 .

It is known in numerical analysis that flow performs continuously the QR algorithm
and thus gives the spectrum in long time. Similar results hold for other families of
isospectral transformations (see the survey [Wat84]).

Theorem 2.2 (Symes [Sym82] in tridiagonal case, [Chu84] in complex case). The

Toda flow diagonalizes matrices in the following sense:

• The Toda flow interpolates in continuous time the Arnoldi-Lanczos-QR al-

gorithm used in numerical analysis.

• We have the following long time behavior:

lim
t→∞

Xt = Λ

lim
t→−∞

Xt = w0Λw0

where w0 is the permutation matrix reversing the order of the canonical basis.

In the context of reflection groups, w0 is the longest element in the symmetric

group Sn when written as a product of transpositions (i i+ 1).

From this result arises the idea of keeping track of the distribution of the matrix
Tβ in Eq. (1.3), continuously throughout the flow.

Remark 2.3. A classical remark in eigenvalue problems is that Q has a special

structure because it conjugates a diagonal matrix to tridiagonal matrix. In fact, Qt

can be entirely recovered from the first row of the matrix. See Theorem 7.2.1 in

Partlett [Par98]. This first row u is important because it plays the role of angle

coordinates in the integrable Toda flow.

2.3. Flow on tridiagonal matrices. Let us now explain how the specialisation
to tridiagonal matrices gives the original Toda Hamiltonian flow. Let n identical
particles, seen as point masses with mass normalized to 1. The configuration space
is then R2n. A configuration is a pair (p, q) ∈ R2n where p are momenta and q are
positions.

The dynamical system defined by Toda [Tod89] is the Hamiltonian system asso-
ciated to

H =
‖p‖2

2
+ V (q) ,(2.5)

with V the Toda potential:

V (q) =

n−1
∑

i=1

2e−(qi−qi+1) .



TODA AND GβE 5

Therefore, the equations of motion are given by:

q̇j =
∂H

∂pj
= pj ,(2.6)

ṗj =−
∂H

∂qj
= 2e−(qj−qj+1) − 2e−(qj−1−qj) .(2.7)

The previous equations are valid for all indices 1 ≤ j ≤ n by by considering q0 = −∞
and qn+1 = ∞.

Because the center of mass has a uniform dynamic, we can assume that it is fixed
and reduce the configuration space to R

2(n−1). Now, if one introduces the Flaschka
variables

ai = pi

bi = 2e−
1

2
(qi−qi+1)

and forms the tridiagonal matrix

X =













a1 b1 0 . . . 0 0
b1 a2 b2 . . . 0 0
. . . . . . . . . . . . . . . . . .

0 0 0 . . . an−1 bn−1

0 0 0 . . . bn−1 an













,

then the Hamiltonian dynamic (2.6) (2.7) is exactly equivalent to the Toda flow
2.3 acting on real tridiagonal matrices. Note that in the Flaschka variables, the
Hamiltonian takes the form

H =
1

2

n
∑

i=1

a2i +
n
∑

i=1

b2i =
1

2
TrX2 .

From the diagonalisation property in Theorem 2.2, we easily deduce the crude
scattering behavior as t → ∞:

pi(t) = Λi + o(1) , qi(t) = Λit+ o(t) ,(2.8)

and as t → −∞:

pi(t) = Λn−i+1 + o(1) , qi(t) = Λn−i+1t + o(t) .(2.9)

If one is interested in the scattering map for momenta i.e the relation between the
behaviors as t → ±∞, it is given by reordering eigenvalues in opposite order. This
tantamounts to the multiplication by the permutation matrix w0. The result holds
in fact more generally from the works of Goodman and Wallach for Toda lattices in
other Lie types [GW84, Subsection 2.3].

3. Moser’s scattering

For our purposes, we are much more interested in the scattering of positions. In
a really beautiful paper [Mos75], Moser refines the o(t) error in Eq. (2.8) and Eq.
(2.9). He finds there exists a δ > 0, depending on eigenvalue gaps, such that t → ∞:

qi(t) = Λit+ β+
i + o(e−δ|t|)

and as t → −∞:

qi(t) = Λn−i+1t+ β−
i + o(e−δ|t|)
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and the differences β+
n−i+1 − β−

i are related to a logarithmic interaction potential.
The exact expression is given in [Mos75] eq. (4.3) and (4.4):

β+
n−i+1 − β−

i = 2
∑

j<i

log |Λi − Λj | − 2
∑

i<j

log |Λi − Λj|

Hence, the second order of the scattering in position variables reveals the loga-
rithmic interaction potential for eigenvalues. That was the starting point of our
investigations.

Solution by inverse scattering. In order to completely solve the Toda flow,
at the theoretical level, one starts by computing the diagonalization of the initial
data X0. Since Λ is given by the infinite time behavior of the system, it is called
the scattering data. Inverse scattering consists in using Λ in order to compute the
finite time solution, which is given by the computation of Q.

Nevertheless, due to the special structure of Q discussed in Remark 2.3, there is
no need to compute the entire matrix. It suffices to keep track of the vector:

u := Q−1e

where e = e1 is the first vector in Cn.

Proposition 3.1. The vector u follows the dynamic:

ut =
eΛtu0

‖eΛtu0‖

Proof. Since

Q̇ = −ΠkXQ = −
(

X − [X ]0 − [X ]∗− − [X ]+
)

Q = −QΛ +
(

[X ]0 + [X∗ +X ]+
)

Q ,

we have that:
d

dt

(

Qte
Λt
)

=
(

[X ]0 + [X∗ +X ]+
)

Qte
Λt

The previous equation is a right-invariant autonomous equation, with upper trian-
gular increments. As a consequence, there exists an upper triangular matrix Tt with
positive diagonal such that:

Qte
Λt = TtQ0 ,

and hence:

ut = Q−1
t e = eΛtQ−1

0 T−1
t e =

eΛtu0

[Tt]11
.

The proof is finished as ut needs to be of norm 1. �

3.1. Precise scattering asymptotics. As mentioned before, one sees the appear-
ance of the Vandermonde in the second order scattering asymptotics for positions,
in the real tridiagonal case, thanks to Moser’s result [Mos75]. His approach relied
on real analyticity of the flow and seems difficult to adapt or to generalize. We will
rather use an orthogonal polynomial technique that expresses the action variable in
a form more amenable to asymptotics. The technique is used on real tridiagonal
matrices to express orthogonal polynomials thanks to the coefficients in the three
term recurrence (See Chapter II in [Sze75]). Its application to the tridiagonal Toda
has been implemented in handwritten lecture notes of Deift, the author managed to
get his hands on.
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Let us introduce the Gram determinant, using the unit vector e = e1 again:

∆k = det
(

〈X i−1e,Xj−1e〉
)k

i,j=1
.

The scattering of positions can be observed from the convergence of the bi to zero,
and the analogue of Moser’s scattering result comes from the asymptotic analysis of
∆k as:

∆k =

k
∏

i=1

b
2(k−i)
i .(3.1)

Indeed, notice that, for all k ≤ n:

Xke =

(

k
∏

i=1

bi

)

ek+1 + hk

where hk ∈ SpanC (e1, . . . , ek). Hence:

e ∧Xe ∧X2e ∧ · · · ∧Xk−1e =

(

k−1
∏

l=1

l
∏

i=1

bi

)

e1 ∧ e2 ∧ e3 ∧ · · · ∧ ek

and

∆k = det
(

〈X i−1e,Xj−1e〉
)k

i,j=1
= ‖e ∧Xe ∧X2e ∧ · · · ∧Xk−1e‖2 =

k
∏

i=1

b
2(k−i)
i

Theorem 3.2 (Precise scattering asymptotics). As t → ∞:

∆k(t) = e2(
∑k

l=1
Λ1−Λl)t |∆(Λ1, . . . ,Λk)|

2
k
∏

l=1

∣

∣

∣

∣

u0(l)

u0(1)

∣

∣

∣

∣

2

(1 + o(1))

In particular, the initial angle coordinates can be read from asymptotics:

∣

∣

∣

∣

u0(l)

u0(1)

∣

∣

∣

∣

∼ e(Λ1−Λk)t
|∆(Λ1, . . . ,Λk−1)|

|∆(Λ1, . . . ,Λk)|

√

∆k(t)

∆k−1(t)

This is nothing but Moser’s result with a different proof. Our proof (actually
Deift’s) is proved by introducing the probability measure on R - often called the
"spectral measure" in the literature devoted to Jacobi operators:

µt (dλ) =

n
∑

k=1

|〈ek, ut〉|
2
δΛk

(dλ),

thanks to which the Gram determinant has a nice formula:

Proposition 3.3.

∆k(t) =

∫

λ1>λ2>···>λk

|∆(λ1, . . . , λk)|
2

k
∏

l=1

µt (dλl)

In particular, we have the exact result:

∆n(t) = |∆(Λ1, . . . ,Λn)|
2

n
∏

l=1

|〈el, ut〉|
2 .
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Proof. We have:

〈X i−1
t e,X

j−1
t e〉 =〈QtΛ

i−1Q∗
t e, QtΛ

j−1Q∗
t e〉

=〈Λi−1ut,Λ
j−1ut〉

=
∑

k

Λi−1+j−1
k |〈ek, ut〉|

2

=

∫

R

λi−1+j−1µt (dλ) .

And therefore, by multilinearity of the determinant with respect to columns:

∆k(t) = det
(

〈X i−1
t e,X

j−1
t e〉

)k

i,j=1

=det

(
∫

R

λ
i−1+j−1
j µt (dλj)

)k

i,j=1

=

∫

Rk

det
(

λi−1
j λ

j−1
j

)k

i,j=1

k
∏

l=1

µt (dλl)

=

∫

Rk

det
(

λi−1
j

)k

i,j=1

k
∏

j=1

λ
j−1
j

k
∏

l=1

µt (dλl)

=

∫

Rk

∆(λ1, . . . , λk)
k
∏

l=1

λl−1
l

k
∏

l=1

µt (dλl) .

Using a standard anti-symmetrization trick:

∆k(t) =
1

k!

∑

σ∈W

∫

Rk

ε(σ)∆ (λ1, . . . , λk)

k
∏

l=1

λl−1
σ(l)

k
∏

l=1

µt (dλl)

=
1

k!

∫

Rk

|∆(λ1, . . . , λk)|
2

k
∏

l=1

µt (dλl) .

And by symmetry, we can order the integration variables:

∆k(t) =

∫

λ1>λ2>···>λk

|∆(λ1, . . . , λk)|
2

k
∏

l=1

µt (dλl) .

�

Moreover, µt has a simple dynamic:

Proposition 3.4.

µt (dλ) =
e2λt

‖eΛtu0‖
2µ0(dλ)

Proof. From the the dynamic of u in Proposition 3.1, we obtain:

µt (dλ) =
∑

k

|〈ek, ut〉|
2
δΛk

(dλ)

=
1

‖eΛtu0‖
2

∑

k

e2Λkt |〈ek, u0〉|
2
δΛk

(dλ)
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=
1

‖eΛtu0‖
2 e

2λtµ0(dλ)

�

The Gram determinant has a nice formula in terms of the previous measure:

Proof of theorem 3.2. The combination of the two previous propositions gives:

∆k(t) = ‖eΛtu0‖
−2k

∫

λ1>λ2>···>λk

e2(
∑k

l=1 λl)t |∆(λ1, . . . , λk)|
2

k
∏

l=1

µ0 (dλl)

As t → ∞, the integral’s dominant terms are obtained by picking up only the k

largest eigenvalues Λ1 > Λ2 > · · · > Λk. Hence the asymptotics:

∆k(t) =‖eΛtu0‖
−2k

∫

λ1>λ2>···>λk

e2(
∑k

l=1 λl)t |∆(λ1, . . . , λk)|
2

k
∏

l=1

µ0 (dλl)

=‖eΛtu0‖
−2ke2(

∑k
l=1

Λl)t |∆(Λ1, . . . ,Λk)|
2

k
∏

l=1

|〈el, u0〉|
2 (1 + o(1))

Combining that fact with the asymptotics for ‖eΛtu0‖ yields the result. �

In particular, Moser’s result appears explicitly in:

b2k(t)

=
∆k∆k−2

∆2
k−1

=e2(Λk−Λk−1)t
|∆(Λ1, . . . ,Λk)|

2 |∆(Λ1, . . . ,Λk−1)|
2

|∆(Λ1, . . . ,Λk−2)|
4

|u0(k)|
2 |u0(k − 1)|2

|u0(k − 2)|4
(1 + o(1))

3.2. Scattering map. Consider the vector field on T :

∀x ∈ T , V free
x := −

n−1
∑

i=1

Ei+1,ibi (ai − ai+1)

whose flow gives:

etV
free

· bi = bie
−(ai−ai+1)t

In the scattering regime, diagonals are constant and the dynamic of position is
linear in time. Therefore, the “free” dynamic corresponding to isolated particles is
given by the flow etV

free

. The question at hand is the behavior of the sequence of
diffeomorphisms:

e−tV · etV
free

as t → ∞. Clearly, the flow generated by V free is not isospectral, but in the regime
where the extra-diagonals are small, it almost is.

Theorem 3.5. Let ∆ be the set of matrices with increasing diagonal entries. There

exists a map S : T ∩∆ → T such that:

S = lim
t→∞

e−tV · etV
free

We have:

Sx = Q[x]0Q
∗
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where the first row of Q, u0 satisfies:

〈ek, u0〉 =

∏k−1
i=1 bi(0)

∏k−1
i=1 |Λk − Λi|

〈e1, u0〉 .

Proof. Let x be a matrix in T ∩∆. Then:

etV
free

· x = [x]0 +
∑

i

xi+1,ie
−(xi,i−xi+1,i+1)t (Ei+1,i + Ei,i+1)

Therefore, etV
free

·x converges exponentially fast to a diagonal matrix, for which the
sorted eigenvalues lie on the diagonal. The conserved quantities by the flow e−tV

are therefore exponentially close to [x]0.
Now consider an asymptotic behavior, obtained after a free evolution:

bk(t) = bk(0)e
(Λk+1−Λk)t (1 + o(1))

Thanks to Theorem 3.2, this corresponds to a scattering state at time t for the Toda
evolution which had at time 0 the angle coordinates:

|v0(k)|

|v0(1)|
= e(Λ1−Λk)t

√

∆k(t)

∆k−1(t)

|∆(Λ1, . . . ,Λk−1)|

|∆(Λ1, . . . ,Λk)|
(1 + o(1))

= e(Λ1−Λk)t

(

k−1
∏

i=1

bi(t)

)

|∆(Λ1, . . . ,Λk−1)|

|∆(Λ1, . . . ,Λk)|
(1 + o(1))

=

∏k−1
i=1 bi(0)

∏k−1
i=1 |Λk − Λi|

(1 + o(1))

Therefore e−tV · etV
free

· x converges to the element with action variables [x]0 and
angle coordinates v0. �

From the previous proof and from Proposition 3.3, we notice that:

∆n (Sx) = |∆(Λ1, . . . ,Λn)|
2

n
∏

k=1

|v0(k)|
2 = |v0(1)|

2n
n−1
∏

i=1

b
2(n−i)
i(3.2)

3.3. Invariant differential forms. Define the volume form on T :

ωT := ∧n−1
i=1

dbi

bi
∧ ωa(3.3)

where

ωa = ∧n
i=1dai .

As we will use these forms as reference integration measures, it is crucial that are
invariant under the flow.

Proposition 3.6 (Form invariance). The Toda flow preserves the volume form ωT :

LV ωT = 0

In particular:
(

etV
)

∗
ωT = 0
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Proof. In the positions and momenta coordinates of the classical Toda Hamiltonian,
the form i∗ωT can be written as:

i∗ωT = (∧n
i=1dpi) ∧

(

∧n−1
i=1 dqi − dqi+1

)

which is the Liouville form of the Toda system. In this case, not only i∗ωT is
preserved but there is an underlying symplectic form that is preserved. �

4. Novel proof of Theorem 1.1 via scattering

Consider a random matrix X0 ∈ T distributed as in (1.3). We are interested in
the distribution of eigenvalues Λ as well as the distribution of the vector u0. Clearly,
from the properties of the Toda flow, for every bounded continuous function:

E (f(Λ, u0)) = lim
t→∞

E (f ([Xt]0, u0))

Now, from the explicit expression of χ and Gaussian distributions, we have:

E (f ([Xt]0, u0))

=Cn,β

∫

T

f
(

[etV ·X0]0, v0 (X0)
)

n−1
∏

i=1

bi(X0)
2β(n−i)e−

1

2
‖X0‖2ωT (dX0)

where

Cn,β =
1

(2π)n(n+1)
∏n−1

j=1 Γ(
1
2
jβ)

.

Thanks to Equation (3.1):

E (f ([Xt]0, u0))

=Cn,β

∫

T

f
(

[etV ·X0]0, u0 (X0)
)

∆n(X0)
βe−

1

2
‖X0‖2ωT (dX0)

Then, we make successively the change of variable by the flow etV and etV
free

.
Thanks to the invariance of measures:

E (f ([Xt]0, u0))

=Cn,β

∫

T

f
(

[etV ·X0]0, u0

(

e−tV · etV ·X0

))

∆n(e
−tV · etV ·X0)

βe−
1

2
‖X0‖2ωT (dX0)

=Cn,β

∫

T

f
(

[X0]0, u0

(

e−tV ·X0

))

∆n(e
−tV ·X0)

βe−
1

2
‖X0‖2ωT (dX0)

=Cn,β

∫

T

f
(

[X0]0, u0

(

e−tV · etV
free

·X0

))

∆n(e
−tV · etV

free

·X0)
βe−

1

2
‖etV

free
·X0‖2ωT (dX0) .

Now, as t → ∞, we have the appearance of the scattering map S = limt→∞ e−tV ·
etV

free

. By assuming f supported on T ∩ ∆ in the first variable, there is no need
to bother about the initial data X0 having its eigenvalues ordered. Moreover, the
coefficients of the extra-diagonal in etV

free

·X0 asymptotically vanish. Hence:

E (f(Λ, u0))
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=Cn,β

∫

T

f ([X0]0, u0 (SX0))∆n(SX0)
βe−

1

2
‖[X0]0‖2ωT (dX0)

=Cn,β

∫

λ1>λ2>···>λn

dΛ e−
1

2

∑
|Λi|2

∫

(R+)n−1

∧n−1
i=1

dbi

bi
f (Λ, u0 (SX0))∆n(SX0)

β .

Finally, we conclude thanks to the identity (3.2) that:

E (f(Λ, u0))

=Cn,β

∫

λ1>λ2>···>λn

dΛe−
1

2

∑
|Λi|2

∫

(R+)n−1

∧n−1
i=1

dbi

bi

(

n−1
∏

i=1

b
2β(n−i)
i

)

|u0(1)|
2βnf (Λ, u0 (SX0)) .

Moreover, by changing the integration variables to ck:

|u0(k + 1)|

|u0(1)|
=

∏k−1
i=1 bi

∏k−1
i=1 |Λk − Λi|

= ck ,

and knowing that:
n−1
∏

i=1

b
(n−i)
i = |∆(Λ1, . . . ,Λn)|

n−1
∏

i=1

ci ,

we obtain:

E (f(Λ, u0))

=Cn,β

∫

λ1>λ2>···>λn

dΛ |∆(Λ1, . . . ,Λn)|
2β
e−

1

2

∑
|Λi|2

∫

(R+)n−1

∧n−1
i=1

dci

ci

(

n−1
∏

i=1

c
2β
i

)

|u0(1)|
2βnf (Λ, |u0(1)| (1, c1, c2 . . . )) .

We recognize the distribution of the Gaussian β-ensemble for the spectrum Λ. More-
over, the distribution of the vector u0 is given by the β-Dirichlet distribution.

This concludes the proof of Theorem 1.1.
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